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Abstract

A fully 3D unstructured mesh based global impurity transport code, GITRm
is presented in this paper. It is a high-performance Monte Carlo particle
(neutral atom and ion) tracking code, based on the trace approximation, to
simulate the erosion, ionization, migration, and redistribution of material
from plasma-facing components in magnetically confined fusion devices. It
is designed to target complex geometries including non-axisymmetric local
features such as bumpers, probes, tile gaps etc., and uses strongly graded
and anisotropic elements to accurately represent the plasma fields. GITRm
is built on the PUMIPic infrastructure [1], executes using distributed meshes
and is performant on GPU accelerated computer systems. Three example
cases, including a weak scaling study with about 1.5 billion particles on up
to 144 GPUs, are used to demonstrate the utility of GITRm.
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1. Introduction

To address the wide range of physics that must be understood to pro-
duce a burning fusion plasma from which energy can be harvested, a wide
range of simulation codes, of various levels of modeling fidelity, have been,
and continue to be, developed and applied. To meet the aggressive plan to
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bring a prototype fusion power plant online by 2040 [2], a number of cou-
pled simulation codes that can provide the needed levels of modeling fidelity
for the full set of relevant physical behaviors are needed. A number of the
codes with the potential of providing the required levels of physics modeling
fidelity are based on particle-in-cell (PIC) methods. Ongoing advances in the
development of exascale computing systems, physics models and numerical
methods hold the promise of supporting PIC simulation workflows capable
of providing the high-fidelity predictions needed.

Considering the complexity of the up-coming exascale computing systems,
computational methods that execute on uniform structures such as mapped
structured grids that follow physics are the most highly effective for address-
ing specific simulation needs. However, many of the design and operation
questions for fusion reactors must carefully account for complex geometric
components (e.g., divertor cassette assemblies, probe ports, etc.) and/or lo-
calize behaviors (e.g., pellet injection and ablation). Simulation tools that
employ structured grid methods are not well suited to simulate geometrically
complex local features within overall device simulations.

On the other hand, unstructured mesh generators have evolved to the
point that strongly graded, anisotropic meshes can be easily generated that
can take full account of geometric detail and/or localized behaviors of inter-
est. An increasing number of PIC codes for the modeling of plasma physics
in fusion reactors, [3, 4, 5, 6, 7], linear accelerators [8] and other systems
are currently, or planning to, take advantage of unstructured mesh meth-
ods. The PUMIPic infrastructure [1] was developed to effectively support
unstructured mesh based PIC codes.

Particle impurity simulation tools either consider the transport of im-
purities using a 2D fluid model or employ a kinetic impurity Monte Carlo
approach. Numerical codes developed using a 2D fluid approximation in-
clude SOLPS [9]. SOLPS has been extended to give a full fluid treatment
for tungsten impurities. However, this places a large demand on runtime
and memory, even on a 2D domain. Further, the kinetic aspects of impu-
rity transport are generally absent in these fluid models. Kinetic impurity
tracking codes, like DIVIMP [10] or DORIS [11], were originally developed
to study low-Z impurities [12], and thus, use a guiding center approximation.
This enables simulation of larger domains with larger time steps, but does
not fully resolve the gyro-orbits that is important for accurately capturing
the particle trajectories in the sheath and magnetic pre-sheath regions. In

contrast, codes such as IMPGYRO [12], ERO [13], ERO2.0 [14] and GITR
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[15] are 3D Monte Carlo codes, and fully resolve the gyro-orbits. However,
they typically employ uniform structured grid in the volume and are limited
to cases that are 3D axisymmetric or localized. ERO has mostly focused on
localized wall components whereas IMPGYRO currently does not include the
magnetic pre-sheath. ERO2.0 [14] allows increasing the simulation volume
in order to cover the entire plasma edge of a fusion device. On the other
hand, GITR targets the entire tokamak domains and includes magnetic pre-
sheath, but is currently limited to uniform structured grid in the volume. In
summary, a fully unstructured 3D mesh based approach is lacking.

This paper presents a fully unstructured 3D mesh based particle impurity
tracking code, GITRm. It builds on the PUMIPic [1] and Omega_h [16, 17]
software libraries. It currently uses a mesh-centric data structure (in con-
trast to a particle-centric one), e.g., uses a partitioned mesh, and therefore,
is different from other approaches/codes discussed above including GITR. Tt
is designed to operate on high-performance massively parallel computer sys-
tems (i.e., accelerator/GPU-enabled and distributed-memory systems). It
is capable of fully resolving the 3D impurity particle gyro-motion in real-
istic tokamak geometries. It is designed to target complex geometries in-
cluding non-axisymmetric local features such as bumpers, probes, tile gaps
etc. Additionally, it uses strongly graded and anisotropic unstructured el-
ements to efficiently and accurately represent the plasma fields, especially
in a 3D /volumetric fashion (this aspect is also an important difference from
approaches/codes discussed above, e.g., in contrast to using a uniform struc-
tured grid to represent the plasma fields as currently done in GITR). It
currently uses a fully 3D unstructured tetrahedral mesh. It also provides
flexibility in the use of fields from various sources (including various sheath
models) and in-memory coupling with other codes to address the disparity
in spatial and temporal scales of various physical processes that is encoun-
tered in plasma material interaction studies. Although only static plasma
conditions with one-way coupling are applied in this work, the procedures
developed in this work for impurity transport are capable of handling tran-
sient plasma conditions and two-way coupling will be studied in the future.

Section 2 provides an overview of the impurity transport physics mod-
eling capabilities included in the new code GITRm. Section 3 provides an
overview of PUMIPic that provides the core PIC infrastructure for GITRm.
Section 4 describes the PUMIPic based parallel algorithms used to implement
the impurity transport operations in GITRm. Section 5 includes examples
demonstrating the capabilities of GITRm and provides performance results.



Section 6 provides the closing remarks.

2. Fusion Plasma Impurity Transport Modeling

Fundamental to the operation of a fusion tokamak device is the contain-
ment of a high density core plasma that, in the case of ITER, is targeted to
operate at 150 million degrees celsius. Outside the core plasma are plasma-
facing components (PFC) that must provide the necessary heat exhaust ca-
pacity and also provide adequate protection for the tokamak components
outside the core. To maintain the required level of core plasma purity, it is
critical to limit the impurities that are sputtered into the core plasma from
plasma facing components. Simulation of the processes associated with im-
purity transport requires the application of a set of coupled physics models
and associated simulation tools. Currently, the research community is fo-
cused on increasing the fidelity of such tools and to couple them to support
the evaluation of PMI options and the design of PFCs [18].

This work focuses on modeling and simulation of impurity transport in
fusion plasma devices. Specifically, to capture the motion of impurity atoms
that erode from PFCs into the plasma. This motion is dictated by the
electric field, magnetic field, and impurity-plasma interactions. The steady-
state Boltzmann transport equation is used in the trace approximation in
that the eroded material concentrations remain low and therefore do not
perturb the plasma state or undergo self (impurity-impurity) collisions. The
governing partial differential equation for each impurity charge species is
given as follows:
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where the distribution function of the impurity species z, f, = f.(r,v,,q,1t),
is defined with respect to the position vector r, velocity vector of the impurity
particle v, the charge state ¢, and time t. The number of impurity atoms
of a given charge state is N(q,t) = [[ f.(r,v,,¢,t)drdv,, the mass of the
impurity is m, and the charge of the impurity is q. E is the electric field
and B is the magnetic field. The current solution procedure captures only
the steady-state solution. For this reason, only temporally constant plasma
profiles of electron temperature, ion temperature, electric field and magnetic
field are used. Further, the collision operator, C,,, which represents the
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impurity species colliding with the background plasma species and defined
in [19], assumes f, to be Maxwellian and the effects from impurity species
C.. to be negligible. Currently, S; and Sy are the source terms for surface
interactions and Ss is the source term for atomic physics. Specifically, S;
represents the steady-state plasma surface erosion due to the the incoming
background plasma flux and S, represents the resulting surface self erosion
that arises when impurity material moving through the plasma strikes the
material surface. S3 represents the atomic physics based source that accounts
for the change of impurity charge states.

To account for the transport of the impurities through the plasma, in-
cluding interactions with the material surfaces, impurity migration patterns
must be computed at the global or device scale (i.e., full tokamak) without
the loss of short spatial scale effects. Currently, a kinetic simulation using the
trace impurity approximation uses forces acting on particles to update the
impurity particle position at discrete time steps [15]. In such an approach,
ordinary differential equations in combination with Monte Carlo physics op-
erators for stochastic processes are used to model the motion of particles
as an approximation of the Boltzmann transport equation, i.e., Equation 1.
It is composed of two physics components. The first accounts for surface
sources/interactions, while the second addresses impurity transport in the
plasma region. These are discussed below.

2.1. Surface Interactions

Material surface interactions play a critical role for impurities in mag-
netically confined fusion devices. In particular, the impurity material erodes
from the plasma-facing surfaces/walls due to the incoming flux of the plasma
species, ejects into the thin region of the scrape-off layer, and a fraction of
it escapes into the core plasma region. The transport of impurity particles
within the plasma region is discussed in the next subsection. The impurity
material moving around in the plasma region also strikes or impacts the wall
resulting in a surface event in the form of a deposition, reflection, or sput-
tering. The surface event is dictated by the impurity state at impact, i.e.,
energy and angle.

The erosion of impurities from the wall caused by plasma flux must be
taken into account over the course of the simulation. However, in the current
work, the erosion source due to the background plasma species is constant in
time based on the trace approximation and allows setting the total amount
of impurity erosion by the incoming plasma over the entire simulation at the



start. Thus, for incoming plasma-based erosion, impurity particles are initial-
ized at the start of the simulation on the plasma-facing surfaces. The current
numerical procedure for initializing the impurity particles to represent the
eroded material is discussed in Section 4.3.

The surface response model is concerned with determining the surface
interaction physics when an (incoming) impurity particle from the plasma
hits the material surface. A material surface may only allow deposition or
may also allow reflection or sputtering. If the material surface can sputter
or reflect, then a detailed model for the surface response is required. Four
physical outcomes are possible for such a surface response model: pure de-
position, deposition and sputtering, reflection or reflection and sputtering.
For any incoming particle, sputtering yield and reflection coefficient are used
to determine the specific physical outcome (out of the four combinations) in
a probabilistic sense. The sputtering yield and reflection coefficient depend
on the energy and angle of the incoming particle (where the angle is defined
between the surface normal and velocity vector of the particle at the point of
impact). They can be described in terms of an analytic expression, a look-
up/data table, a binary-collision model or a molecular dynamics simulation.
Similarly, for the outgoing particles distributions for energy and angle (with
the surface normal) can be described, while the in-plane angle (on the sur-
face) follows a uniform distribution from 0 to 2w. At the surface level, the
deposition or erosion is tracked based on the physical outcome for particles.
For example, if a pure deposition happens then the surface mass is increased
by the appropriate amount. Similarly, if a deposition and sputtering, or re-
flection and sputtering, event occurs then the net mass change is determined
and updated for the surface.

In addition, the computational model used for surface response uses a
particle weighting approach. This is done in order to maintain a constant
number of simulated impurity particles such that different particles have a
relatively different contribution or weight in the simulation. In this particle
weighting approach, the surface response model modifies the computational
weight of the outgoing particles. In such a computational model the particle
weight is updated by a factor that depends on the sputtering yield and reflec-
tion coefficient. The computational model of the surface accounts for gross
deposition and erosion (i.e., fluxes) based on the change in the computational
weight of the particles due to the surface response/model. This weighting
approach is described in more detail in [15].

In this work, the surface response model uses output data from a binary
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collision approximation (BCA) model, e.g., from a BCA code F-TRIDYN
[20]. This data involves reflection coefficients and sputtering yields, for ex-
ample, when a tungsten atom/ion hits a tungsten surface. The BCA model
provides the probability of reflection or sputtering as a function of the en-
ergy and angle of the incoming particles. Our ongoing work also includes
on-the-fly computation of the surface response, e.g., based on a BCA code
RustBCA [21], which will allow for transient plasma conditions, e.g., in case
of an edge-localized mode (ELM), and in the future, two-way coupling when
impurities ejected into the plasma can perturb the state of the plasma. The
current numerical methodology used for the surface response of impacting
impurity particles is discussed in Section 4.6.

2.2. Impurity Transport in Plasma

The motion of any impurity particle is based on the following equations
that account for different physical processes including the Lorentz force, drag
force, parallel and perpendicular diffusion and energy loss. Each of these
physical processes is discussed below. The Lorentz force results from the
left-hand side of Equation 1 and is defined as:

F’Lorentz = Q(E + v, X B) (2>

In the current approach, a dirac delta function for velocity, §(v, — v),
represents a discrete particle velocity and can be used to take moments of
the Boltzmann equation (i.e., Equation 1). The zeroth moment of the right-
hand side collision operator is equal to zero, i.e., [ Cyudv, = 0, because no
mass is created or destroyed in this collision operator. The first moment,
[ Cpv.dv,, results in a drag force:

F’Drag = —VsN;V, (3>

where v, is the slowing-down frequency or dynamical coefficient of drag.

The second moment, f Cv.v.dv,, results in velocity diffusion in the
parallel and perpendicular directions as well as in energy loss. For a short
time scale or a short time step, when vAt << 1 (where v is a representative
frequency), these can be defined as follows:

d
dt
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where v, is the perpendicular deflection frequency, v is the frequency for
parallel velocity diffusion, and v, is the energy loss frequency. These frequen-
cies are related as: v, = 2v,—v | —v|. These frequencies are explicitly derived
and listed in [19]. v, is the average particle velocity over a time step of size
At, approximated by: v.o(1 —v.At/2), where v, is the particle velocity and
v,0 = | V0| at this time step. The particle kinetic energy is: € = mv?/2 based
on the particle speed v,.

In the numerical procedure, v, is taken to be the updated velocity due
to the Lorentz force. Taking contributions from Equations 3, 5, 4 and 6 in
a relative frame results in a numerical model for the evolution of velocity as
follows:

v, = v0(1-v.At/2) [&1(1 + mi\ /v AL)+
2|/ V1L At/2(82c05(2mE) + 35in(27E))] — vsAtv.g

where é; is the parallel direction of particle travel (i.e., along v,o) and é;
and e3 are the perpendicular directions (i.e., in the local plane perpendicular
to the velocity vector). The random variables 7 are sampled from a normal
distribution with a mean of 0 and a standard deviation of 1. The random
variable ¢ follows a uniform distribution between 0 and 1 such that the re-
sulting vector lies in the local plane perpendicular to the velocity vector.

In addition, an ad-hoc operator for anomalous cross-field diffusion is used:

I‘:I'O—f—\/4DT1]§J_ (8)

where rg is the position vector of the particle after applying the Lorentz force,
r is the position vector of the particle after applying the cross-field diffusion,
D is the diffusion coefficient, 71 is a time scale and at any given step it is set
to be time step size, At, and B, isa uniformly selected random unit vector
that lies in the local plane perpendicular to the magnetic field. Thus, Equa-
tion 8 accounts for the anomalous cross-field diffusion in the perpendicular
direction to the magnetic field by adding a stochastic displacement vector to
the particle position.

(7)



The above equations are used to update the position and velocity of a
particle at each time step.

The electric field, E, in Equation 2 comprises the sheath and the pre-
sheath electric field near the material surface, as well as any other bulk
electric fields provided. The sheath electric field is a relatively strong electric
field that forms near a plasma-facing material surface and is directed towards
the surface. The sheath region can be modeled using the Chodura sheath
based on various analytic models such as the Brooks model [22] and the
Langmuir model [23]. For example, in the Brooks model it is composed of
two components and the magnitude of the sheath electric field, E = |Egpeqtn|,
at a distance, d, from the wall is given as:

E = (b() fd e*d/Q)\D +¢0]‘ _ fdefd/TL
2)\p

(9)

where ¢q is a potential and a function of the electron temperature 7., f; is a
function of the angle between the surface normal and the magnetic field, Ap
is the Debye length and rp, is the Larmor radius. From Equation 9 it is seen
that the sheath electric field is prominent near the wall, has a sharp gradient,
and decreases exponentially as one moves away from the wall. For complex
geometries, such as castellated walls or tiled wall with gaps, an analytic
model is not suitable. In such cases, a sheath simulator can be employed,
e.g., a sheath code hPIC [4]. Our ongoing work includes the use of a sheath
simulator that will also account for transient plasma conditions. Note that
the width of the sheath electric field in tokamaks like ITER can be of the
order of a few thousands of Debye lengths and is only covered by tens of
mesh elements/cells in the wall-normal direction within the edge plasma and
impurity transport codes, i.e., element size is hundreds of Debye lengths near
the wall. On the other hand, a sheath simulator uses a much finer mesh with
an element size of Debye length near the wall. These aspects are important
to account for in the numerical procedure. The numerical procedure used
currently to account for the sheath electric field is discussed in Section 4.4.
As the particles move in the plasma region, their charge, ¢, evolves
through ionization and recombination processes at the atomic level. To
account for these atomic physics, a set of Monte Carlo operators is used.
The coefficients for these operations are obtained from the Atomic Data
and Analysis Structure (ADAS) database [24] which gives the Maxwellian-
averaged reaction rates . In particular, the ionization and recombination
coefficients are obtained from the ADF11 dataset, where the coefficients de-

rL
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pend on the electron temperature, 7T,, and the electron density, n., and are
calculated by collisional-radiative models. The mean time for a particular
atomic interaction is defined as:

1
Tatm = — 10
m = (10)

The probability of occurrence of an atomic interaction at any given time
step is given as:
At
P=1—¢ mam (11)
such that an atomic interaction is assumed to occur when this probability
exceeds a random draw from a uniform distribution between 0 and 1.

Note that in the current work, the fields T, and n. for calculating the
atomic physics are obtained from the edge plasma model. However the vari-
ation of these quantities in the sheath and pre-sheath regions can be consid-
ered for higher accuracy.

3. Parallel Unstructured Mesh Infrastructure for PIC Calculations

GITRm builds upon a parallel unstructured mesh infrastructure for PIC
calculations, PUMIPic [1]. PIC methods are implemented as a time ad-
vancing procedure in which “particles” are tracked as they move through a
domain, driven by a field that can be a function of the position of the parti-
cles. In the coupled case there are four steps carried out in each time advance
[4, 5, 6, 25, 26, 27, 28]. Those steps are:

Field to Particle: The values of the current mesh-based fields that drive
the particles are associated with each particle through an appropriate
interpolation procedure.

Particle Push: The particles are moved to a new location as a function of
the fields and time step.

Charge Deposition: The “charge” information associated with the parti-
cles is related to the domain definition such that the forcing function
driving the field evolution is updated.

Field Solve: The equations, typically partial differential equations, govern-
ing the field are then solved using this updated forcing function.
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Note that the last two steps are not needed under the current trace im-
purity approximation. The PUMIPic infrastructure does support these steps
and thus, can be activated in extended versions of the code in the future.

The typical approach to the development of an unstructured mesh PIC
code is for the particle data structure to be the core data structure in which
the particles store a pointer to the current element in which it is contained.
The mesh is stored in an independent data structure that is typically copied
into the memory of each process. Although the mesh data is substantially
smaller than the particle data, maintaining a copy of the mesh in each mem-
ory space does limit the scalability with respect to mesh size. PIC codes
using particle centric data structures may also include an easily indexed spa-
tial association of unstructured mesh elements to speedup the determination
of the element containing each particle at any given time step.

PUMIPic [1] takes an alternative approach in which the core data struc-
ture is a distributed mesh with the particles tied to the mesh elements in
which they currently reside. This approach provides an effective opportunity
to distribute the mesh over the nodes of the compute system, thus supporting
scalability with respect to the mesh, while maintaining ready access to the
particles those element’s fields will move in the next push step. The mesh
data structure used in PUMIPic [16, 17] stores a complete mesh topology and
has been designed to support the effective execution of unstructured mesh
operations on distributed meshes on massively parallel computers employing
GPU accelerators.

To store particles based on mesh elements, an additional structure is
maintained that groups particles in memory based on the mesh element they
are within. PUMIPic supports alternative effective data structures to sup-
port the storage of this information [1]. To maintain the particle structure
as particles move through the domain, three operations are required. First,
after every particle push, each particle must determine if it has moved to a
new mesh element and if so which element that is. To achieve this an adja-
cency search is executed on each particle using ray tracing and barycentric
coordinates based methods. After the particles determine their new element,
the particle structure must be updated to reflect these changes. Since the
unstructured mesh is distributed the particles must check if they need to be
migrated to a new process based on the new element. The efficient implemen-
tation of this step is supported by the inclusion of buffer parts or elements
and dynamic load balancing procedures in the PUMIPic infrastructure [1].
Once all the particles are migrated to the correct process, the particle struc-
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ture is rebuilt in order to add or remove particles, and reorder particles based
on their new mesh element and process.

A key component of PUMIPic is the manner in which the mesh is dis-
tributed, as a set of so-called PICparts, to the MPI processes employed on
today’s parallel computers. Since the Field-to-Particle and Charge Depo-
sition steps in a PIC calculation will require communications in each time
advance, PUMIPic deems it is satisfactory to move particles between PIC-
parts during those steps, while the PICpart definition is such that during the
Particle Push step all required information is local to the PICpart and no
communications are required. This is accomplished by employing a buffer of
mesh elements surrounding the elements on a PICpart that will contain par-
ticles to be pushed in the current push operation such that the particles do
not move outside that buffer. Since after a Particle Push particles can enter
the buffer and be close enough to the boundary of the PICpart that they
may move off the PICpart in the next Particle Push, it becomes necessary to
do the communication needed to move the particle onto a PICpart for which
that element is sufficiently far from that PICpart’s boundary. The communi-
cations required to move those particles can be coordinated and carried out
in the Charge Deposition step which always requires communications.

Specific care is required in the definition of this buffer to ensure it does
not produce large increases in memory used or effort required to maintain
the mesh distribution information. As explained in reference [1], the defini-
tion of the PICparts begins by partitioning the mesh into a non-overlapping
set of parts. Each of those parts defines the core of a PICpart. The left
image of Figure 1 shows a 2D tokamak cross section with a very coarse mesh
partitioned into 15 non-overlapping parts while the right image shows the
PICpart defined for the core part labeled A. The remainder of the PICpart
is the set of other parts surrounding the PICpart core such that there is suf-
ficient buffer that any particle that is in an element in the core part at the
start of a push operation will end-up in an element on that PICpart. When
defined in this manner a substantial percentage of the particles that move
to elements in surrounding parts are far enough from the PICpart boundary
that they would not exit the PICpart on the next push. In these cases, parti-
cles are only migrated for the purpose of improving load balance for the next
push operation. As discussed in Section 4, the fact that impurity particles
are far from uniformly distributed over the domain, and they move through
the domain during the simulation, the regular application of dynamic load
balancing, as described in [1], is a core operation carried out in a GITRm
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simulation.

Figure 1: Left: Two-dimensional unstructured mesh partitioned using multi-level graph
partitioner. Right: PICpart generated for the core part A. Note that although part B
does not share any boundary with part A, it is included in part A’s PICpart because it is
only few elements away from part A.

4. GITRm Implementation and Algorithms

The current simulation workflow for tokamak impurity transport, based
on GITRm, requires the execution of the following steps:

1. Obtain the geometry definition and generate the desired graded anisotropic
mesh with specific consideration of the locally varying physics.

2. Initialize the plasma-related electric, magnetic, ion and electron tem-

perature and density fields over the unstructured mesh and use proce-

dures to update these fields for coupled simulations. Currently, only

one-way coupling with temporally constant fields is supported. Efforts

are underway to support time dependent fields that will allow for tran-

sient plasma conditions, e.g., in case of an edge-localized mode (ELM).

Prescribe impurity sources due to incoming plasma flux.

4. Define sheath electric field model and determine mesh elements within
sheath region, including distance to boundary, for effective particle op-
erations.

@
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5. Execute particle push operations including particle surface interactions.

4.1. Geometric Model

The definition of the geometric domain to be meshed in an impurity
transport simulation can contain a number of physical components which,
in the case of a tokamak, will include the walls of the containment vessel
and other plasma facing components such as divertor cassettes, limiters, di-
agnostic probes, etc. To support the effective specification of the analysis
control parameters and mesh size/resolution control, it is desirable that the
geometric model provided to the mesh generation code also includes physics
geometry such as selected flux curves [29]. Since the resulting geometric do-
main can be quite complex, it is desirable to be able to apply fully automatic
mesh generation methods. Automatic mesh generators such as Gmsh [30]
and MeshSim [31] require a properly defined geometric model. In the cur-
rent work, tools such as Open Cascade [32] and SimModeler [31] support the
definition of such geometric models.

This subsection details the procedure for creating the geometric model
used in GITRm for the ITER and DIII-D tokamaks. Although the procedure
is described for these specific cases, the procedure is general and can be
applied to other cases. Two curves are of specific importance for creating
the geometric model of the computational domain to be used in the impurity
particle simulations: the wall curve representing the main chamber wall of the
tokamak device and the separatrix curve. The wall curve is obtained from the
GEQDSK data [33]. It is useful in cases when other geometric/wall features
(e.g., bumpers or probes) must be included in impurity particle simulations.
GEQDSK-based wall curve does not necessarily conform to the SOLPS mesh
[9]. SOLPS is the edge-plasma model that is used to obtain the plasma fields
for the current ITER case. This non-conformity is shown in the left image
of Figure 2 for a r-z poloidal plane. To address this issue, the edges of the
SOLPS mesh in the plasma facing region are merged with the wall curve
information obtained from the GEQDSK data. Thus, the geometry of the
inner and outer divertors, i.e., target surfaces, conforms exactly to the edges
of the SOLPS mesh in that region as shown in the right image of Figure 2.
The separatrix curve including the X point is also extracted from the SOLPS
mesh. The presence of the separatrix curve in the geometry is necessary for
setting mesh parameters to create highly graded and anisotropic mesh locally
in that region to capture the sharp directional gradients in the plasma fields.
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Figure 2: Left: Non-conformity between the boundary of the SOLPS mesh (in black)
and the GEQDSK-based wall curve (in red). Right: Geometric model curves (in blue)

consisting of separatrix and combined outer boundary (based on the wall curve from the
GEQDSK data and the boundary of the SOLPS mesh at the targets).

The merged boundary and the separatrix curve are given as inputs to the
TOMMS software [29, 34] which creates the CAD geometry with the desired
flux curves including the separatrix. The poloidal plane geometry is revolved
in the toroidal direction to obtain the 3D geometry. Figure 3 shows a cross
sectional view of the 3D ITER geometry thus created. The separatrix curve
and the target surfaces which conform exactly to the edges of the SOLPS
mesh are surfaces of specific interest and highlighted in yellow.
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Figure 3: A cross sectional view of the ITER tokamak geometry highlighting the separatrix
surface (on the left) and the target surfaces (on the right).

GITRm has the capability to deal with non-axisymmetric tokamak ge-
ometries and the challenges associated with studying impurity transport in
critical regions far from the plasma facing surfaces. For this study we select
the DIII-D tokamak and introduce non-axisymmetry through the addition
of bumper limiters and collector probes. Bumper limiters are used to absorb
the energy of the plasma before they can reach the walls [35] and can be
an important part of tokamak design. The probes inserted into the plasma
are used to measure the impurity particle content in the far scrape off layer
which can be used to infer the impurity transport mechanisms [36].

The outer boundary required for creating the geometric model of the
computational domain is obtained from a combination of the wall curve (main
chamber wall of the tokamak device) based on the GEQDSK data and the
targets based on the OEDGE mesh. In the present study, the background
fields for the DIII-D case are obtained from the edge-plasma code OEDGE
[37]. The separatrix curve is also obtained from the OEDGE mesh as shown

16



in the left image of Figure 4. The tungsten plate which faces plasma spans
from r = 1.4014 m to 1.4568 m and is shown in magenta in the right image
of Figure 4. The 3D geometric model is created by rotating the poloidal
geometry in the toroidal direction. The 3 bumper limiters are located at
angles 0°, 135° and 225° with respect to the z-axis and are indicated in
red lines in the left image of Figure 5. The bumper limiters are formed
by portions of cylinders intersecting with the 3D geometry. These cylinders
have a diameter of 1.06 m and are situated radially at a distance of 2.826 m
from the center of the tokamak. The cylinders have a height of 0.9 m. The
collector probes are located at an angle of 215° with respect to the x-axis and
indicated by a green line in the same image. The probes are 230 mm long and
have diameters of 5 mm, 10 mm and 30 mm. The final geometry is created
by following the above procedure and zoomed portions of this geometry near
the one of the bumper limiters and the probes are shown in the middle and
right image of Figure 5, respectively.
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Figure 4: Left: Separatrix curve. Right: The magenta portion represents the tungsten
insert.
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Figure 5: Left: The position of the bumpers and the probes in the tokamak. Center: A
zoomed portion of the DITI-D geometry near one of the bumpers. Right: Collector probes
which are of interest.

4.2. Mesh and Field Transfer

The edge-plasma codes SOLPS or OEDGE (see Figure 6 as an example)
from which GITRm obtains the background fields are based on 2D block
structured meshes mapped to a rectilinear computational domain. However,
GITRm employs a fully unstructured 3D mesh. The accurate transfer of fields
from a 2D SOLPS or OEDGE mesh to a fully 3D unstructured mesh used
in GITRm requires careful control of the resolution in the 3D unstructured
mesh.
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Figure 6: Electron temperature in the 2D SOLPS mesh (on the left) and the OEDGE
mesh (on the right) from which GITRm obtains the plasma fields.

Thus, the 3D unstructured mesh used in GITRm is constructed by deter-
mining and specifying the desired mesh resolution (including anisotropy) at
different locations and components of the geometry. The mesh control pa-
rameters are applied to various components and flux surfaces of the tokamak.
A robust workflow for mesh control is developed to identify the optimal local
mesh parameters needed at different locations of the geometry. The first step
in the workflow involves identifying locations in the poloidal plane where the
plasma fields vary drastically. Identified locations for the tokamak reactors
include the regions close to separatrix surface and divertor target surfaces.
At these locations the edge-plasma grid uses highly graded and anisotropic
elements. To reproduce such fields on the 3D unstructured mesh, graded and
layered elements with high anisotropy are used. The parameters defining the
layered elements are the thickness of the first or smallest layer, the gradation
or growth rate and the total thickness of layered elements. Of these, the first
layer thickness is estimated as the smallest element size in the edge-plasma
grid at all locations of interest. However, the other two mesh control param-
eters require additional processing to ensure that the 3D unstructured mesh
does not end up with an unnecessarily high number of elements. This is done
by analyzing the variation of the fields normal to specific surfaces of interest
(e.g., separatrix) and identifying the extent of gradation in elements needed
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to represent a given field. An estimate is made by calculating the second
derivative of the fields and locating when its value drops beyond a certain
relative tolerance (e.g., 95% of the peak value). An example of this is shown
in the left image of Figure 7 where the variation of the second derivative of
the electron temperature in the SOLPS mesh is plotted as a function of the
element number normal to the separatrix towards the scrape off layer. This is
done for all the fields and the final control parameters for the boundary-layer
mesh are taken to be the minimum or most restrictive mesh parameters esti-
mated from every plasma field. A crinkled cross-sectional view of the fully 3D
unstructured mesh for the ITER geometry, created by employing the above
stated procedure is shown in the right image of Figure 7. Note that a crin-
kled view is more useful for a cross section of 3D graded and/or anisotropic
meshes and thus, is used subsequently for any cross-sectional view of 3D
meshes.
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Figure 7: Left and center: Control parameter estimation on separatrix surface towards
wall. Right: The 3D unstructured mesh for the ITER geometry.
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(a) SOLPS (left) and GITRm (right) meshes (b) SOLPS (left) and GITRm (right) meshes

Figure 8: A comparison of the SOLPS and GITRm meshes near the lower side of the
separatrix for the ITER geometry (the right pair of figures shows a zoomed-in view).
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(a) SOLPS (left) and GITRm (right) meshes (b) SOLPS (left) and GITRm (right) meshes

Figure 9: A comparison of the SOLPS and GITRm meshes near the upper side of the
separatrix for the ITER geometry (the right pair of figures shows a zoomed-in view).
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(a) SOLPS (left) and GITRm (right) meshes (b) SOLPS (left) and GITRm (right) meshes

Figure 10: A comparison of the SOLPS and GITRm meshes near the outer target for the
ITER geometry (the right pair of figures shows a zoomed-in view).

A comparison of the SOLPS and GITRm meshes are provided at three
different locations in Figures 8, 9 and 10. Figures 8 and 9 show these meshes
near the separatrix on the lower and upper sides, respectively. Zoomed-
in views are also provided for clarity. Figure 8, for the lower side of the
separatrix, clearly shows that the GITRm mesh has a similar resolution as
the SOLPS mesh along both the normal and lateral/tangential directions to
the separatrix. Note that in the case of GITRm, the separatrix is represented
as a 3D surface within the volume and is used to generate highly graded
and anisotropic elements as layered stacks in a local neighborhood. This is
done to capture the sharp directional gradients in the plasma fields. Away
from the layered stacks, unstructured (isotropic) tetrahedral elements are
used. The layered stack of anisotropic elements, and unstructured tetrahedral
elements surrounding them, can be seen in the zoomed-out view (i.e., in the
GITRm mesh in the left pair of figures). Figure 9, for the upper side of
the separatrix, shows that the GITRm mesh has a similar resolution in the
tangential direction and a finer resolution in the normal direction. This
is because in GITRm mesh the normal resolution is kept to be a constant
along the entire separatrix and is equal to the minimum value of the normal
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resolution in the SOLPS mesh (i.e., SOLPS mesh has a normal resolution
that varies along the separatrix). Similarly, Figure 10 shows the SOLPS and
GITRm meshes near the outer target surface, where both meshes have a
similar resolution along the normal and tangential directions to the target
surface.

The fields in edge-plasma models are piecewise constant. Thus, the field
transfer from the the edge-plasma mesh to the 3D unstructured mesh is
accomplished by locating the projection of the centroid of the unstructured
tetrahedral element in an element of the edge-plasma mesh and assigning the
field value from the edge-plasma mesh element to the unstructured tetrahe-
dral element. The fields transferred onto the 3D unstructured mesh are also
piecewise constant. In addition, any unstructured tetrahedral element resid-
ing out of the edge-plasma domain is assigned a default value of 0 (e.g., in
the core region). This is acceptable since in case of target sources, only a
very small fraction of impurity particles (if any) reach such regions and thus,
are statistically insignificant. We note that the gradients of the appropriate
fields are also transferred in a similar fashion from the edge plasma mesh to
the 3D unstructured mesh, i.e., the gradients are not directly computed on
the 3D unstructured mesh. We also note that the magnetic field is obtained
from the equilibrium file and is interpolated from the uniform rectilinear
grid in the equilibrium file to the particle position directly using bi-linear
interpolation.

Further, a coarser resolution is used in the unstructured mesh in such
regions (e.g., in the core region). The current procedure for the field transfer
resulted in a relative L2 error in any transferred field to be below 0.1%.

For any field @, the relative L2 error is defined as: \/ Jo(@soLps=Qort ) dt
fQ QSOLPSdQ

(where, € is the domain over which the source field Qgsorps is defined). A
comparison of the background electron density on the 2D mapped structured
meshes and the 3D unstructured meshes used in GI'TRm is shown in Figure
11.
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Figure 11: Top: Transfer of background electron density for the ITER case from the
SOLPS mesh (the left image) to different poloidal planes on the GITRm mesh (the middle
and right images). Bottom: Transfer of background electron density for the DIII-D case
from the OEDGE mesh (the left image) to different poloidal planes on the GITRm mesh
(the middle and right images).

4.8. Particle Initialization

This work is concerned with the tracking of impurities that enter the
plasma from specific plasma facing components. To support these simula-
tions, GITRm includes procedures for initiating impurity particles from se-
lected boundary surfaces that represent the plasma facing components. The
initialized particles represent the impurities eroded by the incoming plasma.
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So, the inputs required for initializing the particles are the ion fluxes to the
plasma facing components (obtained from the edge-plasma code) and the
yield rates of the ion species on these surfaces. Yield rates are obtained by
providing energy and angle distribution of the ions to the BCA code, where
the energy and angle distribution must include sheath /pre-sheath effects and
can be obtained from an analytic form, an independent precursor (GITRm)
simulation or a high-fidelity sheath simulator (PIC code). GITRm initializes
particles with a distribution based on the particle flux which is the product
of the ion flux and the yield rate for the ion species.

The input particle flux helps in creating the spatial distribution of the
initialized particles. To do this, a novel procedure is used in which particles
are independently initialized and associated to each mesh face residing on the
relevant boundaries, i.e., target surfaces. On a distributed /partitioned mesh,
this can be done in an embarrassingly parallel way. Another possibility is to
initialize particles globally independent of the mesh and then use a search
algorithm to associate them to unstructured mesh elements. This is not a
scalable procedure in parallel for a partitioned mesh. Currently particles are
initialized randomly within each relevant mesh face as presented in Algorithm
1, which is described later. The number of particles within each relevant mesh
face depends on its area and the local flux. Note that currently in GITRm a
tetrahedral volume mesh is used and thus, a triangular surface mesh is used.

The top image of Figure 12 shows the particles initialized on one of the
triangular faces of a tetrahedron. In this algorithm, a wall-normal distance
can be specified (if needed) to initialize particles slightly off the walls for
numerical stability, as shown in the bottom image of Figure 12.
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Figure 12: Top: Particles initialized on one of the faces of a tetrahedral element. Bottom:
Particles initialized inside a tetrahedral element at a fixed distance from one of the faces.
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Algorithm 1 Particle Initialization

1: a is any tetrahedral element in 3D unstructured mesh

A1, A2, Az, Ay are the barycentric co-ordinates of any tetrahedron

G? = the j™ entity of dimension 2 in geometric model G

M? = the " entity of dimension 2 in mesh model M

K=M; CG3 > Set of mesh faces on the relevant boundary

p,q,r,s are the co-ordinates of the vertices of a tetrahedron

h is the height of the tetrahedron from the vertex opposite to the mesh

face residing on the boundary

8: [ is the user-specified distance from the boundary where to initialize
particle

9: x is the initialized particle position

10: for any k in K do

11: a = k{M?3} > Upward adjacency to find the element
12: A =1/h

3.y ~U[0,1] > Uniformly distributed random number
14: Yo ~ U0, 1] > Uniformly distributed random number
15: if Y1 > Yo then

16: M =Y, o=y — 2, s=1—- g~y

17: else

18: A=Y, Ao =Yo— Yy, \3=1—A\g — 1

19: end if
20: T =DpA + qho + 13+ sy
21: end for

GITRm supports initializing the particles with a given energy distribu-
tion. In addition, particles can be initialized with an initial velocity vector
whose direction is perpendicular to the surface or with a cosine distribution as
described in [38]. All particles are initialized with unit weight and no charge.
During the course of the GI'TRm simulation, the motion of the particles and
the atomic operations like ionization or recombination are computed as de-
scribed in Section 2.2. Particles may encounter a physical wall during the
course of their motion, which is handled during a push step. If the physical
wall is a material boundary that can sputter or reflect, the surface response
model as described in Section 2.1 decides the outcome.

In GITRm, particles are initialized in the core region of a PICpart and
since each PICpart is present in a different MPI process, particles are ini-
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tialized on different processes in an embarrassingly parallel fashion. Figure
13 illustrates particle initialization for a PUMIPic-based mesh partition con-
sisting of 4 PICparts across 4 MPI processes, where particles are initialized
on each MPI process on the outer divertor surface of the tokamak. Note that
PUMIPic has been demonstrated on problems with mesh partitions consist-
ing of thousands of PICparts, see [1].

PICpart number

2 3
o

Figure 13: Illustration of particle initialization: Core region of the PICparts of a mesh
partitioned into 4 parts (on the left) and particles initialized on the outer divertor surface
in each of these PICparts (on the right).

4.4. Sheath Electric Field Calculation

Calculating the sheath electric field in GITRm through analytical models
requires calculating the distance between the particle and the nearest plasma
facing material surface as discussed in Section 2.2. The variation of the sheath
electric field with distance at a point in the outer divertor for the ITER
tokamak under He burning plasma is shown in Figure 14 along with a nominal
electric field value obtained from SOLPS at a distance of 1 cm normal to the
wall. In this case, it is seen that the sheath electric field becomes relatively
negligible within a normal distance of 1 ¢m from the wall. Recall that a
typical tokamak size is on the order of metres and thus the sheath electric
field calculation can be limited in a small portion of the domain and mesh.
Note that the evaluation of the sheath electric field is a computationally
expensive operation since it requires the determination of the closest distance
to a boundary for all particles after every push operation.
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Figure 14: Sharp decay of the sheath electric field along the surface normal upto a distance
of 1 cm (a nominal value of the electric field obtained from SOLPS is included for reference).

GITRm avoids unnecessary sheath electric field calculations beyond a cer-
tain pre-defined distance by tagging elements near the relevant boundaries.
The relevant boundaries can be specified by the user/application. The user
may specify all the wall boundaries/surfaces to be relevant for sheath calcu-
lation or only a specific set of material surfaces where sputtering or reflection
can occur, for example, at the tungsten insert in the DIII-D tokamak. This
is a useful choice because the influence of sheath/pre-sheath electric field on
impurity particles can be dominant around certain specific boundaries. Fig-
ure 15 shows the elements whose centroids lie within a distance of 2 cm from
the tungsten insert and the sheath electric field calculation can be limited to
particles located only in this region. By tagging elements, the calculations of
near-zero contributions far from the relevant boundaries are avoided. This
requires an a-priori estimate of the region where the sheath electric field is
prominent as shown in Figure 14.
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Figure 15: Left: Tetrahedral elements whose centroids lie within a distance of 2 cm
from the tungsten insert in the DIII-D tokamak (a part of the surface mesh is shown for
perspective).

Calculating the distance between a point and the target surface involves
finding the minimum distance between the point and the triangular mesh
faces on the boundary. Even if the distance to boundary calculations are per-
formed on that part of the domain where elements are tagged and the sheath
electric field is prominent, calculating the distance between a point and all
the triangular mesh faces classified on the boundary is expensive. GITRm
addresses this problem by performing a pre-processing step that stores a
list of mesh faces residing on the boundary that are closest to a tetrahedral
element and in the course of the simulation, the distance to boundary calcu-
lation between a point and the nearest surface can be limited to a relatively
small subset of boundary mesh faces. Note that the subset of boundary mesh
faces for a given element can reside on multiple target surfaces.

The distance between a point and a triangle can be estimated by calcu-
lating the distance between the point and the vertices of the triangle, the
point and the edges of the triangle, and the point and the projection of the
point on the plane of the triangle. However, the more efficient method as
described in [39] is used by checking in which Voronoi region of the triangle,
the orthogonal projection of the point falls on. It is important to note that
this process uses the surface mesh/triangulation. A situation can arise for a
smooth curved geometry where a given point inside the domain has the clos-
est point on the surface mesh (forming the shortest distance) that is shared
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between two or more triangles, see point labeled P2 in Figure 16. In this sit-
uation, the electric field direction is taken from the given point to the closest
point on the surface mesh, i.e., pointing towards the surface along the line
joining the two points. Such a situation also arises for non-smooth geome-
tries with sharp corners or edges. We also want to note that for the current
cases, the sheath electric field is only considered around selected geometric
surfaces that are smooth and curved.

Figure 16: 3 arbitrary points P1, P2 and P3 are shown within the domain along with two
triangles on a smooth curved surface: points P1 and P3 each have the closest point on the
surface within a triangle whereas the point P2 has the closest point on the surface that is
shared by two triangles.

To summarize, the distance to boundary calculations in GI'TRm involves:

e Marking of the elements that have any portion of the element within
the selected cut-off distance and the sheath electric field calculations
are limited to only the particles within those elements.

e In the pre-processing step, for each tetrahedral element in the mesh, a
list of boundary mesh faces that are closest to it are stored and during
the simulation, the search for the distance between any particle in the
element and the boundary can be limited to the list of pre-processed
boundary mesh faces.
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e An efficient method of calculation of distance between a point and a
triangle is used.

Following the procedures, the distance to boundary calculations are per-
formed and Figure 17 shows the nearest boundary mesh faces for a tetrahedral
element in the domain. The mesh used has about 11.4 million elements and
about 200,000 mesh faces on the divertor surfaces.
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Figure 17: A tetrahedral element in the domain and the boundary mesh faces closest to
it.

4.5. Particle Push

The equations governing the motion of the particles have been discussed
in Section 2.2. The integration of Equation 2 is done in two parts. The
first part involves ODE integration of the Lorentz force using the Boris al-
gorithm/pusher [25, 40, 41]. The Boris algorithm is a second-order accu-
rate time centered algorithm and has been widely adapted for particle-in-cell
(PIC) codes [42]. The second part involves giving a velocity kick to the
particle at each time step which is governed by Equation 7. Equation 8
adds a displacement in the perpendicular to field line direction representing
anomalous cross-field diffusion.

At the core of the push operation calculation are the plasma fields that are
a function of their position within the domain, the proximity of the particle
to specific boundary surfaces (due to the presence of the sheath electric field
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as discussed in the previous subsection) and the local time step. In the
PUMIPic library, the mesh is the primary data structure and the particles
are accessed through the mesh. So, the field value at any of the particle’s
location required for the push operations can be quickly accessed from the
mesh element data. This requires that after each push operation the mesh
particle association is updated as the particles can cross or leave the current
element.

4.6. Particle Wall Interaction Calculations

The execution of the GITRm surface model requires accurate determina-
tion of where particles hit the walls and their velocity vector as they strike the
wall. If a particle’s path intersects the boundary during the particle search
operation, then PUMIPic reports the intersection point and mesh face where
the intersection occurs. A particle that hits the wall is then marked/flagged
as such in GITRm and no further physics operations are carried out on that
particle until the surface model decides the surface response, and the particle
is either deposited or re-initialized with reflected /sputtered conditions at the
next time step. As discussed in Section 2.1, a particle weighting approach
is used in which the particle weight is updated by a factor that depends on
the sputtering yield and reflection coefficient and similarly, gross deposition
and erosion are tracked at the surface level during the simulation (for more
details see [15]).

A high-level overview of the implementation of the surface model is given
in Algorithm 2 for a computational particle. The functions f;(FEy,6y) and
f2(Eoy, 0y) are look up-tables obtained from the BCA code F-TRIDYN which
give the sputtering yields and reflection coefficients, respectively, for tungsten
on tungsten interactions as described in Section 2.1. F-TRIDYN also gives
distributions for the outgoing energy (which determines the magnitude of
velocity) and angle (with the surface normal) of the reflected or sputtered
particle. Recall that the in-plane angle of the reflected or sputtered particle
follows a uniform distribution from 0 to 27.
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Algorithm 2 Surface Model (for a given computational particle)

1: Ey > Energy of incoming particle
2: > Angle of incoming particle
3 Wy > Computational weight of incoming particle
4: Yy = f1(Ey, 00) > Sputtering yield
5: Ry = fo(Eo, 0o) > Reflection coefficient
6: Eouy > Energy of outgoing particle
70 Ot > Angle (with surface normal) of outgoing particle
8: Gour ~ U0, 27] > In-plane angle of outgoing particle
9: uni ~ U0, 1] > Uniformly distributed random number
10: Esurf = % > Probability of sputtering
11: Woue = Wo(Yo + Ryp) > Computational weight of outgoing particle
12: if Yy + Ry > 0 then > Particle will reflect /sputter
13: if ourp < &uni then
14: Particle re-initialized with reflected conditions
15: else
16: Particle re-initialized with sputtered conditions
17: end if
18: else
19: Particle deposits
20: end if
21: if E,,; == 0 then
22: Particle deposits
23: Wt = 0
24: end if

5. GITRm RESULTS and DISCUSSION

The results of the impurity transport simulation are carried out for three
cases: the PISCES geometry, the ITER geometry and the DIII-D geometry.
The PISCES case was used for verification and validation. In the ITER
case, the ability of GITRm to deal with realistic tokamak geometries and
effectively address impurity transport and re-deposition phenomena near the
target surfaces is shown. Note that in the current ITER case the target
surface is axisymmetric and does not include any castellations, which requires
use of an appropriate sheath electric field and will be done in the future
by coupling GITRm with a sheath simulator. In the DIII-D case we show
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the capability of GITRm to effectively address non-axisymmetric features in
tokamak geometries.

5.1. PISCES Case

The impurity transport model of GITRm is compared against the linear
plasma machine experiment in PISCES-A [43, 44]. The specific experiment
is referred to as the ‘high flux experiment’ with a background He plasma
species, a peak electron temperature of 9 eV and a peak ion flux of 4 x 10?2
m~2s7!. The geometry considered for this case consists of a tungsten base
plate of radius 47.5 mm and a titania (79O2) bead tower sitting at a radius
of 44.6 mm. Impurities are eroded from the tungsten base plate due to
exposure to the He plasma. The first bead on the tower is 12.75 mm and
is insulated. The remaining 13 beads are each 10 mm in height and used
to collect impurity particles eroded from the tungsten base plate. Bead 1 is
closest to the tungsten base plate whereas Bead 13 is the farthest. The tower
has an outer radius of 5bmm. The tungsten base plate and the titania tower
beads of the PISCES geometry are indicated in the left image of Figure 18.
The right image of Figure 18 shows the mesh on these surfaces. More details
on the background fields and the particle source can be found in [45, 43].
For validation purposes, the mass loss of the tungsten base and the mass
gained by the titania beads are compared with the experimental data. The
number of particles striking the titania tower as well as the energy angle
distributions of the particles striking back and reflected/sputtered off the
base plate are shown for verification. The simulations are carried out with
1 million particles, for 100,000 time steps and with a constant time step of
5x1079 s.
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Figure 18: Left: The tungsten base plate and titania beads in the PISCES geometry.
Right: The unstructured mesh on these surfaces.

Figure 19 serves two purposes, first to demonstrate the comparison be-
tween GITR and GITRm and secondly, the agreement in trends of the sim-
ulated quantities in GITRm with experiments. The left image shows the
number of simulated computational particles deposited on the titania bead
tower. This tower is an absorbing boundary, as sputtered tungsten atom
energies are below the reflection and sputtering yield of titania and the bead
tower is outside the plasma column where re-erosion can occur. The simu-
lated particles are representative of a rate of particles traversing the plasma
and hitting surfaces. The right image of Figure 19 demonstrates this conver-
sion to compare with the experimentally measured values. GITRm captures
the trend of decreasing mass gain on the titania tower with increasing axial
distance from the target. As compared to the experimental data, GITRm
over-predicts the deposited mass near the surface (low bead number) and
under-predicts deposited mass further axially. The shape of this curve is
largely attributed to the sputtered angle distribution of tunsten ions by both
the He plasma and tungsten-tungsten interactions at the target surface. Fur-
ther, the mass loss of the tungsten base plate is predicted as 76.43 mg by
GITRm whereas the experimentally measured value is 79.53 mg. The small
differences that are seen between GITR and GITRm can be attributed to
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the different methods used in distance to boundary calculations.
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Figure 19: Left: Comparison of the number of computational particles collected in the
titania beads between GITR and GITRm. Right: Comparison of the mass gain of the
titania beads predicted by GITRm with experiments.

Figure 20 shows the tungsten ion energy-angle distribution at the tung-
sten base plate. The comparison of the right and left panes shows qualitative
and quantitative agreement between GITR and GITRm. There are several
features of these histograms which can be pointed out as physically signifi-
cant. The dominant feature of these plots is a peak in impacting ion counts
at 250 eV. This energy matches the bias voltage of the tungsten base plate,
indicating a population of singly ionized tungsten atoms returning to the
surface which has been accelerated through most or all of this surface po-
tential /sheath voltage. These impacts are near normal incidence (0 degrees),
which is as expected with the magnetic field configuration perpendicular to
the tungsten base plate surface and low W ion temperature. This is because
the perpendicular velocity of the W ion is small compared to that in the par-
allel direction from the surface electric potential. A tail of lower energy and
higher angle impacts stem from this peak at 250 eV (going left and up on the
plot) which represent ionized tungsten atoms which were accelerated through
part of the sheath voltage. These represent tungsten atoms which were ion-
ized in the sheath and returned to the surface, not accelerated through the
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full surface bias voltage. Similar to the peak of impacts at 250 eV, there is
a significant amount of ions striking the surface at approximately 500 eV.
This peak corresponds to the doubly ionized tungsten atoms which were ac-
celerated through the sheath. Outside of these dominant features, there is
a scatter of many other impacting energy and angles. An array of various
physics can be the cause of these smaller probability populations. Ionization,
coulomb collisions, and reflection of tungsten ions can play a significant role
in spreading impact energies and angles.
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Figure 20: Energy-angle distribution of the weights of particles hitting the tungsten base
plate.

Figures 21 and 22 demonstrate data collection within GITR and GITRm
on the responses of the surface model to incoming ion impacts. These his-
tograms indicate the characteristics of reflected and sputtered tungsten by
incoming tungsten ions in the simulation. Based on the incoming tung-
sten ion energy-angle distribution (Figure 20), Figures 21 and 22 show the
response of the surface. Figure 21 shows the energy-angle distribution of re-
flected particles. There is a significant reflected particle population of above
100 eV and with a peak in reflected angle away from normal incidence. The
reflected particle angle distribution peaks between 40 and 70 degrees. This
indicates, that despite many tungsten ions impinging near normal incidence
(concentrated near 0 degrees, see Figure 20), the reflected angle (i.e., Oyut)
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distribution is based on the F-TRIDYN data used by the surface model,
which is close to a cosine distribution. Figure 22 shows similar data for that
of sputtered tungsten atoms. In this case the distribution function is inte-
grated over energy to more clearly demonstrate comparison between GITR
and GITRm. Once again, despite the near normal incidence impinging ion
population, sputtered angles are peaked near 50 degrees. These results come
about largely due to the input surface model which is compiled data from
F-TRIDYN. GITRm collects this data as an investigative tool to give insight
into the resulting physics of the simulation.
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Figure 21: Energy-angle distribution of the weights of the outgoing reflected particles.
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Figure 22: Variation of the weights of sputtered particles with angle, summed over all
energies.

5.2. ITER Case

The procedure for obtaining the geometry, transfer of fields from the edge-
plasma mesh and initialization of particles based on a given flux distribution
have been discussed in Sections 4.1, 4.2 and 4.3. Simulations are carried out
for a 40 MW He plasma discharge in both GITR and GITRm. Simulations
are carried out with 2 million particles, for 100,000 time steps and with a
constant time step of 1x1078 s.

The relative difference in the gross erosion and deposition predicted by
GITR and GITRm is less than 1%. These differences are expected due to the
underlying differences in the calculations carried out by each code. Further
GITR and GITRm comparison is performed as follows. Figure 23 shows a
comparison of the variation of the (scaled) net deposition, gross deposition
and gross erosion along the outer divertor target. The scaling is done by a
reference /nominal value of 10! m~2s~!. Figures 24 and 25 show a comparison
of the energy-angle distribution of the weights of particles striking the outer
tungsten divertor and the particles reflected off it, respectively. Figure 26
shows a comparison of the variation of the weight of the sputtered particles
with angle, summed over all energies.
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Figure 23: Variation of the (scaled) net deposition, gross deposition and gross erosion
along the outer divertor target.
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Figure 24: Energy-angle distribution of the weights of particles hitting the outer divertor
target.
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Figure 25: Energy-angle distribution of the weights of particles reflected off the outer
divertor target.
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Figure 26: Variation of the weights of sputtered particles with angle, summed over all
energies.
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For demonstrating the long range impurity transport simulation capabil-
ity of GITRm, the number of time steps in the simulations are increased to
500,000 while keeping the number of particles the same. Figure 27 shows
a comparison of the long range impurity transport patterns between GITR
and GITRm. Figure 28 shows zoomed views of the impurity particle densi-
ties near the top and bottom part of the poloidal cross section. In summary,
the surface response and impurity transport results presented demonstrate
the use of GITRm as a computational tool to effectively study transport and
re-deposition phenomena of impurity particles on large tokamak geometries.
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Figure 27: Impurity density of the particle computational weights on a log 10 scale over
all charged states.
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Figure 28: Zoomed views of impurity density near the top (top image) and bottom right
(bottom image) of the poloidal cross section.

5.3. DIII-D Case

A cross section of the mesh created for the DIII-D geometry (see Figure
5 in Section 4.1) is shown in the left image of Figure 29. The right image
of Figure 29 shows the graded mesh in the collector probe region which
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is a region of interest. A comparison of the OEDGE and GITRm meshes
are provided at three different locations in Figures 30, 31 and 32. Figures
30 and 31 show these meshes near the separatrix on the lower and upper
sides, respectively. Zoomed-in views are also provided for clarity. Figure
30, for the lower side of the separatrix, clearly shows that the GITRm mesh
has a similar resolution as the OEDGE mesh along both the normal and
lateral /tangential directions to the separatrix. Similar to the ITER case,
in GITRm the separatrix is represented as a 3D surface within the volume
and is used to generate highly graded and anisotropic elements as layered
stacks in a local neighborhood. This is done to capture the sharp directional
gradients in the plasma fields. Away from the layered stacks, unstructured
(isotropic) tetrahedral elements are used. The layered stack of anisotropic
elements, and unstructured tetrahedral elements surrounding them, can be
seen in the zoomed-out view (i.e., in the GITRm mesh in the left pair of
figures). Figure 31, for the upper side of the separatrix, shows that the
GITRm mesh has a similar resolution in the tangential direction and a finer
resolution in the normal direction. This is because in GITRm mesh the
normal resolution is kept to be a constant along the entire separatrix and is
equal to the minimum value of the normal resolution in the OEDGE mesh
(i.e., OEDGE mesh has a normal resolution that varies along the separatrix).
Similarly, Figure 32 shows the OEDGE and GITRm meshes near the outer
target surface, where both meshes have a similar resolution along the normal
and tangential directions to the target surface.

Particles are initialized in the part of the tungsten plate that lie to the
right of the point where the separatrix intersects the tungsten plate as shown
in the right image of Figure 4. Incoming particle flux is used as described
in Section 4.3. The simulations are carried out with a fixed time step size of
1x107% s.
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Figure 29: Left: A cross section of the DIII-D mesh. Right: A zoomed-in view of the
mesh near collector probes of the DIII-D tokamak.

(a) OEDGE (left) and GITRm (right) meshes (b) OEDGE (left) and GITRm (right) meshes

Figure 30: A comparison of the OEDGE and GITRm meshes near the lower side of the
separatrix for the DIII-D geometry (the right pair of figures shows a zoomed-in view).

(a) OEDGE (left) and GITRm (right) meshes (b) OEDGE (left) and GITRm (right) meshes

Figure 31: A comparison of the OEDGE and GITRm meshes near the upper side of the
separatrix for the DIII-D geometry (the right pair of figures shows a zoomed-in view).
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(a) OEDGE (left) and GITRm (right) meshes (b) OEDGE (left) and GITRm (right) meshes

Figure 32: A comparison of the OEDGE and GITRm meshes near the target for the DIII-
D geometry (the right pair of figures shows a zoomed-in view).

The three challenges associated in computing particle trajectories far
away from the target surfaces include: i) estimation of near-probe plasma
conditions, ii) low incidence angle of magnetic field such that it grazes the
target surfaces [46], and iii) statistical under representation or sampling of
particles in far away regions of interest [47].

The procedures developed in GITRm support fully 3D plasma conditions
based on a volumetric unstructured mesh, however, we use plasma conditions
from an axisymmetric edge-plasma case since a non-axisymmetric one is not
available. A grazing angle of the magnetic field implies that it will take a
much larger time for an impurity particle to travel far from the target wall.
For example, an impurity particle with an energy of 4 eV and aligned with the
magnetic field lines at about 1.5 degrees with the tungsten insert will travel a
distance of 0.0536 m vertically up in 100,000 time steps with a constant time
step of 1x107% s, whereas the vertical distance between the collector probe
of interest and the tungsten insert in the present geometry is 1.25 m. This
is with the assumption that the slope of the magnetic field lines is constant.
So the number of time steps required will be of the order of millions to study
the effect of impurity particles in regions far from the plasma facing surface.

In addition, only a small fraction of impurity particles strike the collector
probes. In the current simulation with 2 million particles, under 10 particles
hit the collector probes over 100,000 steps. This leads to statistical under
representation or sampling of particles in far away regions of interest [47].
Therefore, in this study, as a computational exercise we also carried out a
simulation with the collisional force turned off. With 2 million particles and
100,000 time steps we observe that about 50 particles strike the collector
probes. The number of particles impacting the probes can be increased by
increasing the total number of particles and/or time steps. For example, a
case with 4 million particles and 100,000 time steps, or a case with 2 million
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particles and 200,000 time steps, the number of particles striking the collector
probes increases to about 120. To achieve approximately 12,800 particles
striking the collector probes, another simulation is performed with 400 million
particles for 100,000 time steps. The spatial distribution of particles striking
the probes is shown in the right image of Figure 33. 48 GPUs are used for
this simulation, which is feasible due to relatively large number of particles
considered. This is done to demonstrate the computational capability of
GITRm to account for fully 3D geometry including small-scale features and
efficiently operate on GPU-based parallel computers. It is noteworthy that
adaptive particle sampling (e.g., see [48]) is useful to incorporate in such
multi-scale problems and must be studied in the future.

- Number of particles

11 22 33 4 55
o

Figure 33: Left: Impurity particle paths. Right: A view of the spatial distribution of the
number of particles hitting the probes.

5.4. DIII-D Case - Weak Scaling

To measure the performance of GITRm, a weak scaling study was per-
formed on RPI's AiIMOS supercomputer [49] for the DIII-D case from 1 to
24 nodes. For each node, all 6 GPUs are used with one core and one MPI
rank per GPU. The simulation is executed for 250 time steps using a range
of number of particles from averaging 1.25 million to 10 million per GPU.
Figure 34 shows the weak scaling efficiency for each particle count. Weak
scaling is defined as how the solution time varies with the number of pro-
cesses for a fixed problem size per process. Specifically, it is defined as: :—i,
where t,, is the time required for n units of work over n process and ¢; is the
time required for 1 unit of work over 1 process. Note that a particle load
balancing is needed during the simulation as particles evolve, and thus, it

is applied as discussed below. Without such a particle load balancing, an
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efficiency loss of about 10-50% is observed in the weak scaling. A dashed line
is included at 1.00 signifying perfect weak scaling.

1.5

Efficiency
o
~
(9]

0.5
- -Perfect Scaling
-2-1.25 million per GPU
0.25 —+-2.5 million per GPU
5 million per GPU
0 10 million per GPU

1 2 4 8 16 24
Number of nodes

Figure 34: The weak scaling performance of GITRm (higher is better).

For two and four nodes we observe superscaling over 1.00 as a result of the
strong scaling of the mesh partition. As the number of nodes increases, the
benefits of partitioning the mesh diminish and heavy imbalance of particles
caused by the initialization of particles reduces the efficiency. As shown in
Section 4.3 particles are initialized on the bottom portion of the mesh, so
for the beginning of the simulation only processes with that portion of the
mesh will have particles until the particles disperse throughout the domain.
This problem reoccurs as particles move higher in the domain leaving the
processes with the bottom of the domain without particles.

The problem of particle distribution can be partially alleviated by using
particle load balancing. The PUMIPic library takes advantage of the overlap
of the mesh partitions in the PICparts to perform particle load balancing by
migrating additional particles between processes that share mesh elements
[1]. For the DIII-D case, the particle load balancing speeds up the rate the
particles migrate to the processes with the higher portions of the domain thus
improving the performance throughout the simulation. Figure 35 shows the
imbalance of particles for a simulation involving 10,000 time steps, 48 GPUs
(eight nodes) and 400 million particles. With particle load balancing turned
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on, the particle imbalance is reduced from over 200% down to 5% in the first
few hundred time steps and is maintained below 10% for the remaining time
steps.

Particle Imbalance 48 Processes, 400 Million Ptcls
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Figure 35: Particle imbalance in GITRm for both with and without particle load balancing
(lower is better).

The current load balancing approach is found to be sufficient, however,
as more nodes are used and the number of mesh parts increases, the particle
distribution problem cannot be solved only using particle load balancing as
many processes will be idle in the beginning and later stages of the simulation.
A planned development for the PUMIPic library to improve this is to allow
groups of processes to copy the same PICpart allowing the particles in that
PICpart to be redistributed to any of the processes in the group. This helps
the particle distribution problem both by increasing the number of processes
working on the heavy concentration of particles and reducing the number of
PICparts. Dynamically changing the number of processes assigned to each
group during the simulation will allow this approach to follow the changing
particle distribution through the entire simulation.
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6. Closing Remarks

In this study we presented a fully 3D global impurity transport code,
GITRm. It is built on PUMIPic infrastructure to perform the impurity trans-
port on 3D geometries and unstructured meshes in parallel on accelerators,
currently GPUs. We showed that GITRm can target complex geometries
including non-axisymmetric features such as bumper limiters and collector
probes in the DIII-D case. We also showed that GITRm scales with the
number of particles simulated as well as the domain and mesh size and geo-
metric fidelity. To demonstrate the effectiveness of the GITRm code, three
example cases were used including the PISCES, ITER and DIII-D cases. For
the DIII-D case, weak scaling study was also performed with about 1.5 bil-
lion particles on up to 144 GPUs and was shown to achieve excellent weak
scaling.
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