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ABSTRACT

Process modeling has become an effective tool in reducing the lead-time and the cost for designing forming processes. Process simulation can give comprehensive details including material flow, strain/stress/temperature distributions that assist the designer in honing the process design to obtain optimal results. Commercial finite element solvers to model forming processes such as forging, extrusion, etc. are available. However, a major deterrent in their effective use has been the need to provide a new mesh to represent the deformed workpiece. Until recently, this process, known as remeshing, was performed manually by process designers. Each workpiece remesh can potentially take several days for a complex 3-D component. Hence, an automated modeling environment that would automatically remesh the deformed workpiece when required and continue the analysis can dramatically reduce the overall modeling time and result in this technology being used in the design of industrial forming processes. This has provided the motivation for the thesis research that has led to the development of an automated modeling system for forming simulation. The research effort has focused on the issues that must be addressed in developing an automated modeling system that is robust, has automated procedures to update the geometry and remeshes the deformed workpiece model with concern for controlling the simulation errors.

Major contributions arising out of this work include procedures for (i) automatic remeshing of the deformed workpiece, (ii) use of CAD model of the die geometry during analysis and remeshing, and, (iii) curvature compensation of nodes on workpiece free
surface. Curvature compensation of nodes allows us to mimic the smooth geometry on the workpiece free surface. The CAD models enable use of the true geometric representation of the die rather than its abstraction – the mesh. Hence, we get better control over the distribution/loss of workpiece volume. These procedures have been integrated with the commercial analysis and CAD tools to provide an automated modeling environment. The system has been very successful in modeling forming processes involving complex 3-D geometries, eliminated the need for manual remeshing and reduced the overall simulation time by more than 90%.
Chapter 1

INTRODUCTION

Process modeling has become an effective tool in reducing the lead-time and the cost for designing forming processes for manufacturing automotive and aerospace components. Several research programs aimed towards the development of the experimental and mathematical analysis of the mechanics of forming operations, computer software for process modeling, and transfer of this technology to the industry have contributed towards the overall objectives of superior technology for process design in net shape and near net shape forming.

Process designers can use these analysis tools and modern visualization techniques for virtual prototyping of the forming process. Simulation of the process on the computer can give comprehensive details of the process including material flow, strain/stress/temperature distributions, etc. These details assist the designer in honing the process design to obtain optimal results. Some of the parameters that the designer can alter include local die geometry, process parameters, etc. Effective application of simulation technologies reduces the number of expensive die trials required, thus leading to a significant reduction in lead time and cost for process design.

The finite element method has been successful in the computer modeling of metal forming operations like forging, extrusion, rolling, etc. In metal forming, plastic strains usually outweigh elastic strains and the idealization of rigid-plastic or rigid-viscoplastic
material behavior is typically acceptable. The resulting analysis based on this assumption is known as the *flow formulation* [1] and the solution to the boundary value problem is obtained when the first order variation \( \delta \pi \) of the functional, \( \pi \), vanishes where

\[
\pi = \int_{V} \bar{\sigma} \cdot \dot{\varepsilon} \, dV - \int_{S_F} F_i u_i \, dS \tag{1}
\]

In the above equation, \( \bar{\sigma} \) is the effective stress, \( \dot{\varepsilon} \) is the effective strain rate, \( F_i \) are the surface tractions and \( u_i \) represents the kinematically admissible velocity field. Using the penalty method to account for the incompressibility constraint and taking the first order variation results in:

\[
\delta \pi = \int_{V} \bar{\sigma} \delta \dot{\varepsilon} \, dV + K \int_{V} \varepsilon \cdot \delta \varepsilon \, dV - \int_{S_F} F_i u_i \, dS = 0 \tag{2}
\]

where \( K \) is a penalty constant and \( \varepsilon \cdot \delta \varepsilon \) is the volumetric strain rate [1].

When the velocity solution is obtained, the geometry of the deformed workpiece is obtained by updating the coordinates of the nodes (Lagrangian mesh system). This procedure, known as the updated Lagrangian method, is typically employed to model the deformation mechanics [1-7]. This implies that the workpiece mesh model is allowed to evolve to represent the material flow. However, due to the imposition of large plastic strains, typical to bulk forming processes, the workpiece mesh undergoes severe distortion resulting in a situation that does not allow the analysis to be continued due to zero or a negative jacobian in one or more elements. To continue the analysis, a new, valid mesh representing the deformed workpiece must be generated using a “remeshing
process”. A mesh model is of acceptable quality if the elements are not severely distorted and all element jacobians are positive. Note that other “remeshing triggers” or criteria can also be used to indicate the need for remeshing and these are discussed in Chapter 2. The remeshing criteria must be implemented within the solver to avoid unnecessary computations.

The advent of fast computers over the last few years has reduced the solution time once a mesh with an acceptable quality is provided as input. Hence, the bottleneck to obtaining a cost and time effective solution to the forming problem is remeshing of the workpiece. Until recently, the remeshing process was performed manually and potentially took several days for each remeshing (several are typically needed to model the entire process) of a 3-D component. Also, manual remeshing can potentially smooth the geometry thus preventing boundary defects (such as a lap) from being detected, or, introduce constraints that result in false prediction of surface defects from process modeling. Hence, a 3-D modeling system, that would automatically generate a new mesh on the deformed workpiece and continue the analysis, can dramatically reduce the overall modeling time and result in this technology being widely used in the design of industrial forming processes. This has provided the motivation for the thesis research that has led to the development of an automated modeling system for forming simulation. To put the discussion in proper context, a brief description of the typical steps, followed by a designer in designing a forming process, is presented. This will help set the stage for clear identification of technological gaps in the current state-of-the-art and hence, the goals for this thesis research.
1.1 Process Modeling in Metal Forming

The flowchart in Figure 1 lists the steps typical to process modeling of forming operations. The modeling procedure can be broken down into four main steps:

1. Pre-processing, where the CAD, mesh models for the workpiece and the dies are generated and prepared for analysis with the definition of initial and boundary conditions, material and interface properties, etc.,

2. Process analysis, where the finite element solver will analyze the problem defined in step 1 till a remeshing criterion triggers a requirement for a new mesh,

3. Geometry update, where a new geometric representation is constructed based on the deformed workpiece mesh model (available from the solver),

4. Mesh generation, where the newly constructed geometric representation of the deformed workpiece is discretized into finite elements based on the requirements of the solver.

A typical process design phase begins with the building of solid models representing the die and the initial workpiece geometries. The CAD models for the dies are also used in the generation of machining data once the process design is complete. A discretization for the die and workpiece geometries is generated using a mesh generator linked to the CAD system or by transferring the geometry information to a mesh generation environment via a direct translator, an IGES file or a STEP interface. The data transfer
option could potentially result in a situation where the engineer spends additional time in model cleanup due to errors in data translation. In addition to loss of accuracy, data translation also results in loss of feature data. This implies that if the die geometry is altered for design changes, the entire process of data translation, model cleanup and mesh generation may need to be repeated.

The finite element analysis system will impose certain restrictions on the type of mesh used to represent the die/workpiece models. Typically 4-node tetrahedral elements are used to represent the volume and the surface is represented by 3-node triangles. The
solver also provides the functionality to transfer the solution information onto a new mesh model. Once the mesh models are generated, the problem is set-up in a pre-processing environment that is typically provided with the finite element solver. This step involves defining the initial and boundary conditions, material and die-workpiece interface properties, and the die motion characteristics. The solver is then invoked to analyze the deformation mechanics of the process.

To continue the analysis after the solver has stopped, we need to build a geometric representation for the deformed workpiece, which can then be discretized to obtain a new mesh containing valid elements. The solver provides the node coordinates and the element connectivity information for the deformed workpiece. This is typically transferred to a finite element pre-processing system or a CAD system where the new geometric representation is carefully constructed. Designers are careful not to introduce surface discontinuities during this stage since this may introduce artificial constraints in the ensuing stage of analysis. This is typically a very time intensive process even for fairly simple problems. Since several of these geometry construction steps are typically needed during the modeling of the entire process this step becomes the biggest bottleneck in the forming simulation process. Once the geometry is constructed, its discretization into tetrahedral elements is quite easy and fast due to the availability of automatic mesh generators.
1.2 Thesis Organization

The goal of this thesis research is to develop a fully automatic procedure to update the geometry of the deformed workpiece and generate its discretization in an effort to develop an automated modeling system for forming analyses. There are several key technical issues that affect the overall accuracy of the simulation that must be considered in the automation of the process.

The use of finite element methods for problems where the domain evolves during the simulation presents a number of challenges that are not present in solutions for a fixed domain. Two high level issues that must be considered when automating process simulations are:

(i) *when* to remesh, and,

(ii) *how* to remesh.

The criteria used to trigger a remesh are collectively called the *remeshing criteria*. Four sources of errors that influence the decision to remesh are: (i) geometric approximation errors, (ii) element distortion errors, (iii) mesh discretization errors, and, (iv) mesh rezoning errors (see chapter 2). The impact of the different types of errors encountered based on metrics to measure them will key a remeshing step. The process of remeshing focuses on controlling these errors so that the simulation can continue.
The objective of the geometry update procedure is to take a finite element mesh representing the current state of the workpiece, and evolve the geometric representation of the workpiece to represent its current deformed shape. This geometric representation is then discretized to generate a mesh consisting of valid, high quality elements focused on controlling the mesh discretization and distortion errors. Chapter 3 discusses the important considerations and requirements for the geometry update procedure, which include the approximation to the geometry of the deformed workpiece, consistent transfer of analysis attributes and consistent geometric interpretation of contact. Domain specification and possible procedures for updating the geometric representation are key issues important to track the deformed workpiece. Maintaining total workpiece volume and its distribution are key to overall accuracy of the simulation.

Procedures for consistent handling of die geometry and use of the CAD model of the dies during analysis are presented in chapter 4. The selected tools are discussed and procedures for determining geometric contact/containment and the die-overlap monitoring algorithm to control geometric approximation errors are discussed. Details of the geometry update procedure used in the automated system developed in this research effort are discussed in chapter 5. This includes the data structures defined to rebuild model topology, the geometry update procedure and procedures for free surface curvature compensation and adaptive refinement of workpiece mesh. Limitations to the geometry update algorithm are also identified. Validation of the implemented procedure is presented in chapter 6 where results from two forging process simulations are presented.
A mesh-coarsening tool has also been developed to eliminate elements not needed to represent the die geometries when the die objects are treated as rigid during forming simulations. Since contact computations have a significant impact on overall compute time, reducing the number of elements representing the die boundary reduces the overall compute time for the process simulation. It is shown that this reduction is obtained without any loss of accuracy.

Limitations to the overall approach and possible solutions to alleviate/eliminate the problems encountered are discussed in chapter 8. Conclusions and major contributions from this thesis research are also identified.
Chapter 2

AUTOMATING FORMING PROCESS MODELING - REMESHING ISSUES AND CRITERIA

Issues relating to the task of deciding when to remesh the deformed workpiece geometry will be the focus of the discussion in this section. Due to the finite dimensional nature of finite element analysis and the approximation of the true domain used to represent the die and workpiece geometries, there will always be approximation errors in the solution. To improve overall solution accuracy and make the simulations realistic, these errors need to be detected and a new mesh must be generated when these errors become large. The key sources of errors associated with the finite space approximation in the modeling of forming problems [51] are:

(i) geometric approximation errors,

(ii) element distortion errors,

(iii) mesh discretization errors, and,

(iv) mesh rezoning errors.

In the following sections, we will examine each of these types of errors and metrics to indicate when the error is becoming large and techniques to improve the accuracy and make simulations more realistic are given. From the description presented in this chapter, it will be clear that the finite element solver can monitor the error indicators due
to geometric approximation, element distortion and mesh discretization as the simulation progresses. Hence, they can be used as the basis to decide if the workpiece needs to be remeshed. The decision to remesh will depend on the criteria used to detect the errors and trigger a remesh. The occurrence of mesh rezoning errors is not considered in this thesis. However, others have considered this area and tools developed in [8, 9] have been relied upon for interpolation of solution variables onto the remeshed workpiece.

2.1 Geometric Approximation Errors

Geometric approximation errors exist because a finite element mesh approximates the workpiece and the dies during analysis. Use of such an approximation leads to an inaccurate representation of the die-workpiece interaction and the workpiece free surface during the simulation. This could potentially have a serious impact on the material flow computations resulting in an inaccurate prediction of the workpiece deformation pattern and die fill. Small forming defects such as laps (where the material folds onto itself) could go undetected, and workpiece remeshes based on the approximation could lead to volume loss or gain. Each of these issues is explained below.

The impact of geometric approximation on die-workpiece interaction is shown in Figure 2. Typically, the contact algorithms in finite element solvers [8-12] ensure that workpiece nodes do not penetrate the mesh of the die boundary. Hence, initiation of contact with the true curved geometry could occur much before (or after) the analysis code is able to detect it. Geometric overlap of the die and workpiece geometries is illustrated in Figure 2a. Since plastic deformation is a path (strain history) dependent
phenomenon, use of an approximation could potentially modify the computed
deformation behavior for the workpiece. The reason for this is that, depending on the
local die curvature and the discretization used to represent that region, portions of the
workpiece (near existing contact regions) are likely to be subjected to more (or less)
deformation before the solver determines new contact regions. This is illustrated in
Figure 3, which shows the additional die-stroke for the top die before the free surface of
the workpiece contacts the bottom die (exaggerated to illustrate the point). This implies
that some regions in the workpiece would have a different strain history when an
approximation of the die is used in the analysis as opposed to case when the true curved
geometry is used during computations. A different strain history would result in a
different future path of deformation (loads, material flow). As the simulation progresses
and the workpiece remeshed several times, these errors could potentially result in a re-
distribution of workpiece volume causing die underfill or overfills and in a different load-
stroke curve for the process (as compared to the case when the true curved geometry of
the die is used). Note that the issue of volume re-distribution refers to the variation in the
workpiece shape for the two (die mesh versus die geometry) scenarios. Obviously, the
discretization of the die affects this variation with a finer discretization reducing it. This
effect is illustrated for the 3-D analysis of a disk-forging problem in Figure 4, which
shows the variation in the load-stroke curves (in the final stages of the analysis) when the
mesh and the geometry are used to represent the die during the analysis. The data has
been culled from simulation results performed with the Antares™ [8, 9] system and
discussed later in this document. The load-stroke curves differ more during the final
stages when the material is beginning to flash and all of the corners (curved regions of the
die) begin to fill up. Note that the load-stroke curves do vary throughout the process simulation though only the variation for the final 15% of the stroke is plotted in Figure 4.

![Figure 2: Geometric approximation errors in the contact region](image)

(a) contact based on die mesh  
(b) contact based on die geometry

**Figure 2: Geometric approximation errors in the contact region**

![Figure 3: Impact of die geometry approximation on process simulation](image)

**Figure 3: Impact of die geometry approximation on process simulation**
Figure 4: Load-stroke curves (final stages) for disk forging problem

Figure 5: Workpiece free surface approximation in vicinity of a lap

An example of a potential situation where an inaccurate representation of the workpiece free surface during the simulation causes a forging lap to be missed is illustrated in Figure 5. The geometry of the free surface of the workpiece shows the formation of the lap. However, the discretization generated does not capture this feature on the workpiece.
boundary. Further simulation with this discretization will result in an erroneous prediction of a process that does not produce any defects.

Use of the finite element mesh of the workpiece as the basis for generating the new workpiece mesh (during a remesh) can potentially result in volume loss/gain. An extreme scenario of volume loss is illustrated in Figure 6 below. It is clear from Figure 6 that each remesh can potentially change the workpiece volume. Obviously, this can have a very serious impact on the accuracy of all predicted simulation parameters. The issue of volume loss during remeshing is discussed further in the next chapter dealing with how to remesh the deformed workpiece.

Figure 6: Workpiece volume change due to remeshing

In an application where one of the primary goals is the prediction of workpiece material flow during deformation, geometric approximation errors have the potential of yielding inaccurate results. In a typical 3-D modeling environment where the workpiece and dies
are represented as mesh models with straight edged elements, the severity of the geometric approximation errors strongly depends on how the discretizations of the workpiece and the dies are controlled. Having identified the situations that can be attributed to geometric approximation errors, the rest of this section focuses on actions that will reduce these errors thus making the simulations more realistic.

Geometric approximation errors can be reduced, for example, by using the true geometry of the die as its representation during the analysis. This implies that the die-workpiece interaction illustrated in Figure 2(a) and resulting in geometric overlap would be eliminated and represented by the model shown in Figure 2(b). This can be accomplished by using the geometric definition (lines, arcs, splines in 2-D and planes, complex surfaces in 3-D) of the boundary of the dies (instead of the mesh boundary) in the geometric checks performed during contact computations in the solvers. These geometric checks determine the proximity of a node to the boundary of a die. Use of true geometry of the die is typically implemented in most commercial 2-D solvers [10-12] and in the 2-D automated systems discussed in published literature [15-18]. However, this is not common in 3-D solvers due to the complexity of the algorithms to perform the geometric checks with complex surfaces. None of the published articles describe implementations of 3-D automated systems [38-50] with the capability of dealing with the geometry of the die. All of these systems assume that the geometry of the die is defined by its finite element mesh. However, with the open environments provided by commercial CAD systems, procedures to query the geometric model and perform geometric computations are available and hence, do not have to be duplicated. For this strategy to work, the contact algorithm in the solver must be modified to perform contact
checks using the die geometry from the CAD system. Hence, the contact algorithm should now check for contact between workpiece nodes and the geometric model of the die (instead of the mesh model). This approach has been implemented within the automated system developed in this thesis research and the details of this implementation are provided in Chapter 4.

Geometric approximation errors can also be reduced by building a smooth geometric representation of the workpiece (from the deformed finite element mesh data) and using it as a basis for generating the new mesh. With reference to Figure 6, this would imply that before the mesh in Figure 6(b) is generated, we would build a smooth geometric representation based on the deformed mesh of Figure 6(a), thus recreating the circular boundary in this case. Thus, when the smooth representation is discretized, there would be no loss of volume. This issue of building a smooth representation for the workpiece is discussed further in the next chapter, which deals with how to remesh the workpiece.

Monitoring the “die overlap” can further reduce geometric approximation errors. The die overlap measures the overlap between the workpiece (usually represented by its finite element mesh) and the die (mesh or geometry). A typical situation with die geometry and straight-edged workpiece mesh combination is illustrated in Figure 7. After the workpiece is remeshed, some or all of the volume represented by the shaded region in Figure 7 may be lost (or gained depending on the local die curvature) since nodes on the mesh representing this contact portion of the workpiece are forced to be in contact with the die. Hence, to avoid drastic changes to workpiece volume, such situations must be detected.
A simple procedure to monitor die overlap in 2-D simulations is explained with reference to Figure 7. The procedure would check the distance between the mid-point of the finite element edge $e_1$, whose end-points (nodes $1$ and $2$) are in contact with a die, and the die geometry. If this overlap, $\delta$, is greater than a threshold, a remesh is triggered. It is important to note that this procedure only attempts to keep volume loss (due to remeshing) under control by careful monitoring and does not ensure volume conservation. Though it is not illustrated in Figure 7, monitoring die overlap will also reduce geometric approximation errors when a finite element mesh represents the dies.

The procedure described above is a simple procedure to estimate the overlap and would clearly be unsuitable in situations such as the one illustrated in Figure 8 where the die overlap would be computed as zero. However, (it is assumed that) these types of geometric situations occur infrequently in the simulation of an industrial forming process since the workpiece mesh is likely to be finer than the features on the die. Also, the dies typically do not have small features since they can present die fill problems and result in an increase in forming loads. This algorithm can easily be extended to and implemented for complex 3-D geometries due to the availability of the modeling functionality via the open environments provided by the commercial CAD systems. The die overlap-monitoring algorithm described above has been implemented within the automated system developed in this thesis research and the implementation details are discussed in Chapter 4.
Another technique that helps to reduce the geometric approximation errors is mesh refinement around separation points of the contact region. This results in a finer mesh in the regions that are most likely to come in contact with a die as the simulation (forming operation) progresses and in a better representation of the workpiece as the material flows around the curved surfaces on the die. Baehmann et. al. [16] have implemented a 2-D remeshing scheme that implements this approach. However, this is an a posteriori fix to minimize the geometric approximation errors for the next phase of the simulation. A better scheme for minimizing approximation errors would be to develop a procedure that “looks ahead” and refines the mesh in regions that are likely to come in contact. For example, Figure 9 shows the possible introduction of a refinement region where a finer
discretization is generated using the center of the region as a refinement point. Such a procedure would “scan” the boundary of the workpiece (only the free surface) to check for proximity to die surface. Portions of the workpiece free surface within a reasonable distance from the die can be refined to capture the die curvature as the workpiece flows around the curved die surface. The algorithm can also be made smarter by tracking nodal velocity directions to infer regions likely to come in contact with a die.

One such scheme to check proximity with a die boundary would be to define a region, of pre-defined size and centered at the given node location and check if a portion of this region lies inside a die. The region could be a square/circle in 2-D and a cube/sphere for 3-D applications. Figure 9 shows a schematic illustration of this scheme using a square for the region. If a corner of this box lies inside a die (as shown in Figure 9 for nodes 2 and 3), the location of the node is treated as a refinement point when the new mesh is generated. Hence, in Figure 9, the locations of nodes 2 and 3 on the workpiece boundary become points in whose vicinity the mesh is refined. This offers a good solution considering the fact material flow cannot be predicted with certainty by evaluation of the current die-workpiece configuration. A similar “look ahead” algorithm, that examines the proximity of midpoints of edges on the workpiece free surface, has been implemented within the automated system developed in this thesis research and the implementation details are discussed in section 4.6 of Chapter 4.
2.2 Element Distortion Errors

The element shape has a bearing on the accuracy of the results of finite element analysis when the elements deform toward the point of being invalid. Meshes with distorted elements make solutions both more difficult to compute and less accurate [52]. Several authors [53-55] have discussed the stiffening of isoparametric elements when they are distorted. Strang and Fix [56] state that “poorly shaped” elements have an effect on the condition number of the linear algebra problem being solved. For triangular elements, Babuska and Aziz [57] have developed the mathematical analysis leading to the requirement that the largest angle should be bounded away from 180°. Krizek [58] has extended the maximum angle criterion to tetrahedral elements and proved that the maximum angle of all triangular faces of the tetrahedron and the maximum angle...
between faces of the tetrahedron should be bounded away from $180^\circ$. The peak displacement characteristics of a cantilever beam modeled with various distorted isoparametric elements have been presented to show the deleterious effect of element distortion on the accuracy of the results [59-61]. The relationship between element distortion and solution accuracy in finite element analysis are complex and not fully qualified functions of the geometry of the domain, the boundary conditions, the governing differential equations and the geometry of the finite element mesh used for analyzing the problem [62]. Therefore, the most common approach to consider the influence of element shape is to employ a reasonable distortion metric to decide if elements are distorted enough to necessitate remeshing. To be valid, a distortion metric must (i) measure the deviation of the element in the physical ($x, y, z$) domain from its assumed shape in the computational ($\xi, \eta, \varsigma$) domain, (ii) be sensitive to combined stretching and shearing of the element, (iii) not be affected by rigid body displacements, (iv) be independent of element size, and (v) enable a boolean rejection of acceptance decision to be computed conveniently [62].

One measure of element distortion is the element jacobian that relates the computational domain to the physical domain. Since the computational ($\xi, \eta, \varsigma$) domain is different from the physical ($x, y, z$) domain, to transform the variables and the region with respect to which the integration is made, a standard process is used which involves the determinant of the jacobian matrix, $J$ [75, 76]. Thus, for instance a volume element becomes:
\[ dx \ dy \ dz = |J| \ d\xi \ d\eta \ d\zeta \] (3)

When the determinant of the jacobian matrix becomes zero or negative, the transformation from the physical to the computational domain is not valid due to the loss of the uniqueness of the mapping. Under these circumstances, a local remesh to change the shape of the distorted element or, a complete remesh of the deformed workpiece geometry is necessary. A positive jacobian measure will only ensure basic element validity and will not indicate potential of numerical stiffening of the elements, which is likely to reduce accuracy. Another drawback with this method is that the element jacobians are typically monitored only at the integration points. Hence, in some cases, the solution may continue to be accepted as being valid even in the presence of elements that have become invalid (element may have folded onto itself and the largest angle within the element become greater than 180°). Other metrics to measure element distortion have been proposed and some of them are discussed below.

Yang, et. al. [30] monitor the convergence of the solution of the non-linear inverse mapping of the element shape functions. In this method, the local coordinates at node points are found by solving an inverse mapping problem, i.e., mapping from the global coordinate system \((x, y, z)\) to the local coordinate system \((\xi, \eta, \zeta)\). The mapping is defined by the geometric functions for the element:

\[
x = \sum_{i=1}^{n} N_i(\xi, \eta, \zeta) \ x_i, \quad y = \sum_{i=1}^{n} N_i(\xi, \eta, \zeta) \ y_i, \quad z = \sum_{i=1}^{n} N_i(\xi, \eta, \zeta) \ z_i \] (4)
where \( x_i, y_i \) and \( z_i \) are the coordinates of the node points of an element with \( n \) nodes and \( N \) are the basis functions. Rearranging the terms and solving for \( \xi, \eta, \zeta \) for an 8-node brick element (paper gives the formula for a 4-node quadrilateral element) gives:

\[
\begin{bmatrix}
\xi \\
\eta \\
\zeta
\end{bmatrix} = \left[ \begin{array}{ccc}
\sum x_i \xi_i & \sum x_i \eta_i & \sum x_i \zeta_i \\
\sum y_i \xi_i & \sum y_i \eta_i & \sum y_i \zeta_i \\
\sum z_i \xi_i & \sum z_i \eta_i & \sum z_i \zeta_i
\end{array} \right]^{-1} \left\{ \begin{array}{l}
8x - \sum_i f(x, \xi, \eta, \zeta) \\
8y - \sum_i f(y, \xi, \eta, \zeta) \\
8z - \sum_i f(z, \xi, \eta, \zeta)
\end{array} \right\}
\]  

(5)

where \( f(\xi, \eta, \zeta) = 1 + \xi, \eta, \zeta \eta + \xi, \xi, \zeta \xi + \eta, \xi, \eta \xi + \xi, \eta, \zeta \eta \xi \)  

(6)

The direct iteration method is used to solve the non-linear system of equations (5) and it is shown that error in the computed values of \( \xi, \eta, \zeta \) is a function of the number of iterations and the element angles. The rate of convergence is influenced by the magnitude of the largest element angle and for angles greater than \( 180^\circ \), the solution does not converge to the correct values of \( \xi, \eta, \zeta \). In their implementation of the 2-D scheme, Yang, et. al. [30] calculate the values of \( \xi, \eta \) at every corner of the quadrilateral element to determine if there is significant distortion. If the computed values are not within 1% after 20 iterations, a remesh is triggered.

Oddy, et. al. [62] have proposed a distortion metric based on an invariant of the isoparametric transformation. In this method, the jacobian matrix is normalized to eliminate the effect of the element size. Hence,
\[ J'_{ij} = \frac{J_{ij}}{|J|^{1/n}} \]  \hspace{1cm} (7)

where \( J_{ij} \) are the elements of the jacobian matrix, \( J \), and \( n \) is the number of dimensions.

An analogy is drawn between element distortion and strain to compute a distortion metric. If \( C_{ij} = J'_{ki} J'_{kj} \), then using the analogy to compute the deviatoric strains,

\[ e_{ij} = \frac{1}{2} \left( C_{ij} - \frac{1}{n} C_{kk} \delta_{ij} \right) \]  \hspace{1cm} (8)

and the second invariant of this tensor is given by:

\[ J_2 = \frac{1}{2} e_{ij} e_{ij} \]

\[ J_2 = \frac{1}{8} \left( C_{ij} C_{ij} - \frac{1}{n} (C_{kk})^2 \right) \]  \hspace{1cm} (9)

The factor 8 in the denominator is dropped since it only serves to scale the values obtained. The distortion metric then becomes:

\[ D = C_{ij} C_{ij} - \frac{1}{n} (C_{kk})^2 \]  \hspace{1cm} (10)

This distortion metric is a function of the terms of the jacobian to the fourth power. Hence, the distortion metric is a point-wise measure of the element distortion that grows
rapidly as distortion increases. The user could set a limit for allowable element distortion, which could then be used to trigger a remesh.

Tsukerman [77, 95] derives a maximal eigen-value condition, which shows that it is the maximum eigen-value of the element stiffness matrix that characterizes the impact of the element shape on the energy norm of the error of the finite element approximation. It is shown that the maximum eigen-value of the element stiffness matrix (scaled by the volume of the element) characterizes the geometric “flatness” of the tetrahedral element and tends to increase exponentially as the element becomes flat (zero volume). Hence, it can be used as an \textit{a priori} measure of element distortion.

Empirical rules governing acceptable levels of element distortion are also common. Baehmann, et. al. [15, 16], in their implementation of a 2-D automated modeling system, use 4-node quadrilateral elements to represent the workpiece during finite element computations. The element angles are monitored and a remesh is triggered when an interior angle falls outside the $20^\circ$-$160^\circ$ range. This range is chosen through the evaluation of the ability of the mesh to accurately predict solutions in test cases for which an analytical solution exists. This also avoids the case of a physically unrealistic mesh but places fairly strong limit on the amount of deformation the mesh can undergo.

Habraken, et. al. [25, 26] use four different criteria to measure element distortion measures for quadrilateral elements. They are: (i) the criterion of triangles, (ii) the corner angle criterion, (iii) the mid-side node criterion and (iv) the slenderness criterion. In the criterion of triangles, each quadrilateral element is divided into four triangles. The
percent change in the area of each of the triangles (before and after deformation) is monitored. In the corner angle criterion, the percent change in the corner angles (before and after deformation) is monitored. Habraken et. al. [25] recommend a value of 66% as the limiting value which requires the interior angles for a square/rectangle \( (90^\circ) \) to be in the \( 30^\circ - 150^\circ \) range. Though the corner angle criterion is similar to criterion proposed by Baehmann, et. al. [15, 16], the use of a percentage value for allowable change can present problems. It is likely that elements in the starting mesh (especially after a remesh) will consist of elements with interior angles larger than \( 90^\circ \). For example, if the largest interior angle for an element is \( 120^\circ \), the acceptable range changes to \( 40^\circ - 180^\circ \). The mid-side node criterion and the slenderness criteria are defined only to be applicable to higher order isoparametric elements. The mid-side node criterion checks to ensure that the mid-side node is within the middle third of the element side. In the slenderness criterion, element slenderness (ratio of length of the longest median to shortest distance between a mid-side node and that median before and after deformation) is monitored.

In addition to the above element distortion measures, Habraken, et. al. [25] use two global indicators to monitor overall levels of mesh distortion. The idea here is to trigger a remesh only after detecting a sufficient number of distorted elements as opposed to other techniques [15, 16, 30] where a remesh may be triggered when one of the elements fails the distortion criterion. These global indicators compute (i) the percentage of distorted elements and (ii) the percentage area of the distorted elements, where a distorted element is one for which any of the distortion measures explained above is outside its threshold range. In the implementation described in reference [25], the user has to define
the acceptable limits for $\eta_1$ and $\eta_2$. However, the advantage of using these global indicators to trigger a remesh is not clear. If an element is considered to be distorted when it fails any one of the above criteria, then not triggering a remesh when the first element fails one of the remeshing criteria can only result in increased solution error. There is no correlation presented between these indicators and solution results and Habraken, et. al. [25, 26] also do not provide any guidance for typical range of values to be used for these indicators.

In this thesis research, we use the determinant of the jacobian matrix as the distortion metric for three reasons. Firstly, this metric is built into every finite element solver and ensures basic element validity [75, 76]. The solver used in this thesis research, Antares™ [8, 9] requires the workpiece to be defined by straight-edged tetrahedral elements. Since only one integration point is needed (for straight-edged tetrahedrons) to integrate the approximating polynomial, the solver would exit immediately for a remesh when the element becomes invalid. The above discussion focuses on distortion metrics in isolation. However, in the forming simulation context, one issue that must be considered when developing a distortion metric is the effect of triggering a remesh on simulation accuracy due to the accumulation of rezoning errors. This issue is discussed further in section 2.4. Finally, on a more practical note, implementation of a distortion metric within typical commercial finite element solvers would be difficult considering the limited access offered for adding such capability.
2.3 Mesh Discretization Errors

Mesh discretization errors are defined as errors in the solution due to use of specific basis functions on individual finite elements. There are two procedures typically employed to identify regions where these errors exceed a desired threshold. The first technique is to use rigorous mathematical constructs to compute \textit{a posteriori} estimates of the errors for a given discretization. The second approach is to use error indicators to determine regions where mesh refinement would be most useful. The use of standard $C^0$ elements results in a discontinuous solution field for the secondary variables. These discontinuities are likely to be reasonable indicators of solution error for linear elements [103, 105]. Hence, regions that show high inter-element jumps in these variables become candidate regions for mesh refinement. Parameters such as gradients in secondary field variables like strain rates, effective strain, etc. are also used as indicators [8-9, 16, 51].

A number of approaches to \textit{a posteriori} error estimation are discussed in the literature and the reader is referred to [65-67] for an overview. These include interpolation methods, projection methods, element residual methods, etc. [67]. These estimates are typically computed for each element and used as a basis for mesh refinement before continuation of analysis. Properly applied, any of these techniques can be used to identify regions for mesh refinement so as to control the discretization errors.

Several implementations of error indication techniques to metal forming analysis have been documented in [25-29, 38, 68, 69]. Almost all of them use some form of the projection type error estimator and follow the basic approach proposed by Zienkiewicz...
and Zhu [68, 69] where an error norm is computed based on the difference between the finite element field and an improved solution field computed using specifically constructed projections of the finite element solution. The key to the success of this approach is to carefully define the improved solution field such that it is always more accurate in the norm of interest than the direct finite element solution. The development of these procedures focuses on the secondary solution variables, for which the finite element solution is discontinuous between elements. The finite element values from super-convergent or typically more accurate points are used to define a field with higher order continuity, typically $C^0$, over a patch of elements. The original procedure [68] employed a global least squares fit to define the improved field, while the more recent procedure [69] performs a least square fit over patches of elements to define values at individual nodes.

Zienkiewicz, et. al. [28, 29, 38] have used variations of this approach in their implementation of adaptive remeshing schemes for modeling forming problems. In reference [29], Zienkiewicz, et. al. use a projection type error estimator to control remeshing in forming problems that are modeled with a flow formulation for viscoplastic materials. In their work, the error in the energy norm is defined using differences between the improved and finite element values of the deviatoric stress. The error in the energy norm is expressed as:

$$\|\varepsilon\|^2 = \int_{\Omega} \left( \begin{smallmatrix} \tilde{\varepsilon} \\ \hat{\varepsilon} \end{smallmatrix} \right)^T \left( \mu D^{-1} \right) \left( \begin{smallmatrix} \tilde{\varepsilon} \\ \hat{\varepsilon} \end{smallmatrix} \right) d\Omega$$  \hspace{1cm} (11)
where $\mathbf{s}$ are the deviatoric stresses computed via the finite element analysis, $\hat{s}$ are the improved values of the deviatoric stress, $\mu$ is the viscosity and $\mathbf{D}^{-1}$ is a diagonal matrix with values (2 2 1 1 1) obtained from the definition of the constitutive relationship [29]. The finite element values of deviatoric stress are discontinuous, so the improved values of the deviatoric stress are obtained through projection onto a continuous base via the smoothing process of reference [68]. The model is remeshed when the estimated percent error,

$$\eta = \frac{\|e\|}{\|u\|} \times 100\% \quad (12)$$

exceeds a user specified maximum.

Habraken and Cescotto [25, 26] and Dyduch, et al. [27] have also used similar approaches in their implementations of the 2-D remeshing schemes. The difference in their implementations is that for their error norm, they consider $L_2$ norms of errors in Cauchy stress, $\mathbf{\sigma}$, and rate of deformation, $\mathbf{D}$, which are expressed as:

$$\|e_\sigma\|_{L_2}^2 = \int_\Omega (\hat{\mathbf{\sigma}} - \hat{\mathbf{\sigma}})^T (\hat{\mathbf{\sigma}} - \hat{\mathbf{\sigma}}) d\Omega \quad (13)$$

$$\|e_D\|_{L_2}^2 = \int_\Omega (\hat{\mathbf{D}} - \hat{\mathbf{D}})^T (\hat{\mathbf{D}} - \hat{\mathbf{D}}) d\Omega \quad (14)$$
where $\tilde{\sigma}$ and $\tilde{D}$ are the stress and strain rate values computed via the finite element analysis, and $\hat{\sigma}$ and $\hat{D}$ are the improved values of stress and strain rate which are computed using the method described in [68].

Other techniques have also been proposed for use in adaptive analysis of metal forming problems. Kikuchi and Cheng present an error measure for 4-node quadrilateral elements based on interpolation error. Bass and Oden [70] examine several estimates of local error for triangular and quadrilateral elements used in modeling viscoplastic problems.

Error indication procedures are typically fast to evaluate and provide a useful technique to quickly identify regions for mesh refinement. Selection of a proper indicator (depending on the application) is key to its successful use. They present a qualitative measure of the solution error at different locations. Since errors are related to dissatisfaction of the governing equations and boundary conditions [104], the inter-element jump is a dissatisfaction of the governing (equilibrium, in our case) equation and contributes to the error. In the case of linear finite elements (used in this thesis), the second derivative of the functions used in the approximation is identically zero. Hence, the inter-element jumps become the error contributors when there are no body forces [103, 105].

Baehmann, et. al. [16] have used error indicators in their implementation of the 2-D automated modeling system. Inter-element jumps for total strain are used as the indicator to guide remeshing. The solution error for element $i$, $E_i$, is measured in the $L_2$ norm as:
\[ e_i = \max \left| \varepsilon_i^p - \varepsilon_j^p \right| \quad j = 1, \ldots, N \]
\[ \|E\|_i^2 = \int_{\Omega_i} e \, e \, d\Omega_i \]  

(15)

where \( \varepsilon_i^p \) is the effective plastic strain and \( N \) is the number of adjacent elements. The areas with the largest change (top 10%) in effective plastic strain are refined.

In this thesis research, we have also used an error indicator to indicate regions for mesh refinement. The error indicator is based on inter-element jumps in effective strain rate. This is based on the fact that the strain rate provides a snapshot of the workpiece deformation at the time of the remesh and hence, is a useful indicator of the ensuing deformation (after the remesh). This is in contrast to the use of effective strain as an indicator [16], which addresses the path dependent nature of the deformation process and may indicate a need for refinement in regions that have undergone substantial deformation and may not necessarily be subjected to more deformation as the simulation progresses. This is illustrated further in Figure 10, which shows the strain and strain rate contours for the deformed part in the late stages of the analysis of a valve forging process. The strain based criterion of Baehmann, et. al. [16] resulted in the identification of 3 points in the regions shown in Figure 10. The proposed strain-rate based criterion resulted in the identification of 137 points in the regions shown in Figure 10. The regions that need refinement are the regions where most of the deformation is taking place (in this case in the flash gutter). The inter-element strain rate based criterion seems to be a better indicator of these regions, especially in the latter stages of the forming process. It is to be noted that both identify the same regions in the initial stages of the forming
process simulation. Hence, the error indicator used in the thesis research (for linear displacement tetrahedral elements) is defined as:

\[ E_i = \max \left| \hat{\varepsilon}_i^P - \hat{\varepsilon}_j^P \right| \quad j = 1, \ldots, N, \]

where \( \hat{\varepsilon}_i^P \) is the effective plastic strain rate for element \( i \) and \( N \) is the number of adjacent tetrahedral elements (4 for an interior element).

Another variation with respect to the approach of Baehmann, et. al. [15, 16] is in the procedure to determine the candidate regions for refinement once the inter-element strain rate gradients are computed. It is common to expect a fairly large range for the strain rates (and for the inter-element gradients) as the workpiece undergoes deformation. The reason for this is that in a typical forming process involving complex shapes, a very small region of the workpiece is undergoing deformation at any given time. This is illustrated in Figure 11 showing the strain rate distribution in the workpiece (values from 0 to 72), for a hammer forging operation, when it needs to be remeshed. The criterion to select elements with gradients greater than \((0.9 * \text{Maximum gradient})\) [16] will not refine the mesh in all of the regions undergoing severe deformation. Hence, to indicate the regions for mesh refinement, we first compute the median value of the error indicator as:

\[ E_{med} = \left( E_{i,\text{max}} + E_{i,\text{min}} \right) \times 0.5 \]

where \( E_{i,\text{max}} \) is the maximum value and \( E_{i,\text{min}} \) is the minimum value of the error indicator across all elements in the model. Elements with error greater than the median \( \left( E_i \geq E_{med} \right) \) are flagged for refinement. Results using this approach to be presented in
Chapter 6 demonstrates that this provides useful guidance to identify regions for mesh refinement. The refined mesh for the deformed workpiece in Figure 11 is shown in Figure 12. Note that the mesh on the symmetry surfaces reflects the desired mesh size specified by the user. Specifics on the implementation of the procedure are discussed in Chapter 5.

**Figure 10: Strain and strain rate based mesh refinement criteria**

**Figure 11: Strain rate distribution in the workpiece**
Figure 12: Mesh refinement in (red) regions of high strain rate

2.4 Mesh Rezoning Errors

An issue critical to the successful use of remeshing in history dependent solution procedures is the transfer of the appropriate solution variables between meshes. The specific requirements placed on the mapping procedures depend on the type of analysis performed [51]. For example, in an elastic-plastic analysis, the stress-state of all points within the plastic region must stay on the yield surface after mapping. In the modeling of bulk forming problems, element strains are to be mapped from the deformed (sending) onto the new (receiving) mesh. Errors in this mapping will alter the deformation path since plastic deformation is a history dependent process. These errors, termed mesh-rezoning errors, occur due to the fact that (i) the solution variables need to be interpolated and, (ii) the sending and receiving meshes may represent approximations of slightly
different geometric domains. The interpolation errors are present in any approach used
[88-94] for transferring the solution variables. A careful analysis of the numerical
method yields an expression in which the error is a function of a number of parameters
including typically the element size to a power. This exponent defines the rate of
convergence of the method. If the rate of convergence for the finite element method is of
a specific order, we want to be sure to use a rezoning method that is of that order or
higher. If the rezoning method has a lower order of convergence, it becomes the
dominant error, thus dictating the accuracy of the results obtained. The problem of
sending and receiving meshes representing slightly different domains is observed during
remeshing when a geometric representation is developed for the deformed workpiece
based on the analysis results and then discretized. A typical case illustrating mesh-
rezoning errors is shown below. Strain distribution in the workpiece when the solver
exits for a remesh are shown in Figure 13 and the results from the Antares™ solver with
the new mesh (after the solution variables are mapped) after a small time-step of 1.0e-06
seconds are shown in Figure 14. Though the strain patterns appear alike, the maximum
strain value in the two cases is different. In Figure 13, the maximum strain is 1.4244
where as it is 1.0701 in Figure 14.
Figure 13: Strains in workpiece when it needs a remesh (in Antares™)

Figure 14: Strains in workpiece upon remesh (in Antares™)
The variation in element strains in the workpiece before and after a remesh can potentially affect further material flow calculations. Consider, for example, the constitutive response of a strain-hardening material in such a scenario. The flow stress would be different when the strain is 1.4244 as opposed to the case when the strain is 1.0701. This difference in the constitutive response of the material (lower stress with the lower strain value) can affect the localized material flow computations. So, each remesh is likely to introduce such mesh rezoning errors. So, the number of remeshes necessary to simulate the entire process may influence simulation accuracy. Since the criteria to detect/control geometric approximation and element distortion errors trigger a remesh when an element exceeds the threshold, further research is needed to study the impact of remeshes on overall simulation accuracy. In this thesis research, since we use the sign of the determinant of the jacobian to monitor element distortion errors, only the die-overlap-monitoring criterion may result in more remeshes. Other than raising this issue as a valid concern, the thesis research does not address this issue further, leaving it for future work.
Chapter 3

AUTOMATING FORMING PROCESS MODELING - GEOMETRY UPDATE ISSUES

The application of finite element methods to problems where the domain evolves during the simulation introduces a number of complexities in the solution process that are not present in the solution for fixed domain problems. This chapter considers the geometry-based aspects of evolving geometry simulations, which include specification of the domain geometry and evolving it to reflect the simulation status. The automatic generation and control of finite element meshes is also an important issue in evolving geometry simulations since the mesh and the mesh control information associated with the mesh must evolve as the geometry evolves. This thesis research does not focus on mesh generation related issues since this aspect of the system is reasonably well developed [72, 79, 80, 106, 107]. For the purposes of this thesis research, it is assumed that an automatic mesh generator is available to discretize a given domain.

The perspective taken in this thesis research is that the finite element meshes used in a simulation are simply an idealized representation of the domain of the evolving geometry. It is this geometric representation that must play a central role in the simulation process. The framework implied by this perspective allows for the convenient discussion of the geometry-based issues associated with the simulation of evolving geometry problems. In addition, and more importantly, it forces a careful consideration of the influence of the finite element discretizations on the modeling process.
The next three sections discuss domain specification, evolution and discretization. This represents the “geometry update” and the “generate mesh” phase in the flow chart of Figure 1. A discussion on the requirements of the geometry update algorithm is presented followed by a discussion on possible approaches for model update. The implications of using one of the possible update schemes on workpiece volume is discussed with the intent of clearly identifying the volume change attributable to the update scheme. A classification scheme for the geometry update procedures is also presented. This leads to the identification of the selected approach implemented within our 3-D automated system. Specifics on the actual implementation scheme and the algorithms developed as part of this system are the focus of our discussion in chapter 4.

3.1 Domain Specification in Evolving Geometry Problems

In evolving geometry problems such as forging, extrusion, etc., the geometry of the model changes continuously during the simulation. The automation of evolving geometry problems must explicitly consider the definition and evolution of the domain and its numerical analysis discretizations during the simulation. The interactions between the evolving geometric domain description and its numerical discretization is complicated by the fact that the numerical discretizations are derived from the geometric description of the domain, while the analysis results of the discretized model dictate the evolution of the domain geometry [51].

The automatic generation of a numerical discretization, such as a finite element mesh, requires the existence of a complete and unique representation of that domain [79, 80].
Initial research efforts focused on two-manifold representations referred to as solid models [82, 83]. More recently, the domain coverage of complete and unique representations has been extended to cover more general combination of solids, surfaces and curves referred to as non-manifold representations [84, 85].

It is typically convenient in the description of a geometric domain to consider the hierarchy of entities that define and bound the domain of interest. The abstraction of topology and topological adjacencies provide an effective means to identify the 0-through 3-dimensional entities that constitute a geometric domain and allows separate consideration of shape description and entity adjacencies [86, 101, 102]. The use of topological entities of vertices, edges, faces and regions also provides a convenient means to uniquely specify the attribute information of loads, material properties and boundary conditions needed to complete the description of the problem to be analyzed [86].

Starting with a complete description of the original domain, it is possible to automatically generate the mesh required to begin an evolving geometry simulation. In those cases where multiple finite element discretizations are needed, it is necessary to use the results of the simulation to generate an updated geometric representation. Before investigating the possible approaches to update the geometric representation, we need to discuss the key issues that the geometry update procedure must address. These are presented in the next section.
3.2 Geometry Update – Key Issues

The objective of the geometry update procedure is to take a finite element mesh representing the current state of the workpiece, and evolve the geometric representation of the workpiece to represent its current deformed shape. This geometric representation is then discretized to generate a mesh consisting of valid, high quality mesh (in our case, consisting of 4-node tetrahedral elements). The geometry update procedure has to ensure the following, each of which is addressed in greater detail below:

1. a good approximation to the geometry of the deformed workpiece that maintains workpiece volume within acceptable limits,

2. consistent definition of the boundary condition surfaces to allow continuation of analysis, and,

3. consistent geometric interpretation of contact between objects with respect to the solver and the geometry update procedure.

A poor approximation to the deformed workpiece geometry and inability to maintain workpiece volume can lead to gross errors in the simulation. Maintaining volume refers to both the enclosed volume of the workpiece as well as its distribution. For an acceptable updated geometric representation, it is imperative that the contact portions of the updated workpiece geometry inherit appropriate portions of the die geometry. This will ensure that the discretization of the evolved geometric representation provided to continue the analysis will result in the imposition of the same loading conditions as in the
deformed workpiece. The approaches used to represent the contact portion of the
workpiece boundary by various researchers and in this thesis research are discussed later
in this chapter.

To consider how the free surface should be represented, we need to understand the
continuity requirements for the free surface. For a single material with a continuous
forcing function and boundary conditions, the free surface will be smooth [81]. The
methodology used to represent the free surface in the updated workpiece representation
plays an important role in its ability to maintain workpiece volume. The approaches used
to represent the free portion of the workpiece boundary by various researchers and in this
thesis research are discussed later in this chapter.

In order to continue the analysis, the new workpiece mesh model must inherit the
appropriate boundary conditions. In finite element analysis solvers, these are typically
imposed on finite element faces. Boundary condition information that needs to be
consistently transferred across remeshes includes symmetry, contact, pressure, and
velocity. Improper transfer of boundary conditions onto the new workpiece mesh will
alter the deformation behavior in the ensuing computations.

Consistent interpretation of geometric contact between the geometry update procedure
and the finite element analysis solver is maintained by making the same decision on the
contact status of a node. In order to have consistent interpretation/definition of contact
and free regions of the workpiece, we need to enforce consistent logic in the solver and
the geometry update module to perform the geometric computations for contact. This
also implies that the geometry update procedure must use the same representation of the dies (as the solver). A typical problem, encountered when different representations are used, is illustrated in Figure 15. Figure 15(a) shows the output from the solver with workpiece nodes in contact with the die mesh (represented by straight-edged elements). Geometry update (using the true die geometry) and the resulting discretization of the contact region of Figure 15(a) would result in nodes that are in contact with the die geometry, as shown in Figure 15(b). However, upon continuation of analysis, these nodes are treated as free surface nodes, as shown in Figure 15(b). This different interpretation of the contact region could potentially affect the simulation results (loads, stresses, etc.) and the workpiece volume.

![Figure 15: Contact with die mesh in solver and die geometry in update](image)
3.3 Geometry Update – Possible Approaches

The model update procedure has to handle the interactions between the representations of the dies and the workpiece in a consistent manner, i.e., all procedures must make the same geometric decisions. In this section, we will define conditions for consistent geometry update, i.e., the conditions that must be ensured by the geometry update procedure given the requirements of the analysis procedure used. The ideal conditions are first defined followed by a description of the possible approaches (and their consistency conditions) for evolving the geometric representation of the workpiece.

The ideal scenario would be to evolve the geometric representations of the die-workpiece model ensuring no interference in the geometric representations of the dies and the workpiece (since they are two distinct objects). Using the notations W and D to represent the workpiece and die representations respectively, the consistency condition for the geometry update procedure can therefore be stated as

\[ W_R \cap D_R = 0 \]  
(18)

where R is the representation of choice (for the die and the workpiece) and can take the value of G when the geometric representation is being used or M when the mesh representation is used. Since the mesh model is an abstraction of the true geometry, the consistency condition for geometry update can be stated as:

\[ W_G \cap D_G = 0 \]  
(19)
This condition implies that the workpiece geometry must be evolved ensuring that there is no interference between the geometric representations for the die and workpiece objects. In the context of an implementation scheme, the consistency condition must reflect the level of the geometric approximation used. Since we have two types of objects, viz., the dies and the workpiece and two possible representations for each of them (geometry or mesh), there are four different methods of model update. In each of these cases, to avoid situations illustrated in Figure 15, it is assumed that the same representation (mesh or geometry) is used for the die during the analysis and geometry update. Even though the discussion below also applies to cases where higher order elements are used to represent an object, we will assume (for illustration purposes only) that the mesh model consists of straight-edged elements. Each of the methods and its governing consistency condition are discussed below.

3.3.1 Geometry Update - Die mesh and workpiece mesh

In this scheme, the mesh models for the dies and the workpiece would be used to represent the geometry of the objects during the analysis and geometry update. A schematic illustration of this scheme for 2-D applications is shown in Figure 16. The consistency condition when die and workpiece meshes are used for model update would be:

\[ W_M \cap D_M = 0 \]  \hspace{1cm} (20)

However, due to geometric approximation, as shown in Figure 16, it is not possible to maintain a fully consistent approximation unless the individual mesh entities on the
boundary of the die and workpiece are exactly aligned. For practical use of this method, the consistency condition has to be relaxed to ensure that workpiece nodes do not penetrate the die boundary. This condition can be stated as:

\[ W_M^0 \cap D_M = 0 \]  

where \( W_M^0 \) indicate the workpiece nodes. The use of this combination is common in most commercial 3-D finite element codes [8-12] and in most automated 3-D systems described in the literature [43-50]. During model update, the contact portion of the workpiece inherits the appropriate portion of the die mesh and the appropriate portion of the faceted model of the workpiece (or a slight variation) is used to define the free surface. This is then re-discretized while the die mesh model is used again to continue the simulation.

![Image of die and workpiece mesh]

Figure 16: Consistent model update – die and workpiece mesh

This scheme is also used in several 2-D automated forming systems described in the literature. Schneiders, et. al. [22] are of the opinion that when the boundary of the mesh is defined as the geometry to be meshed, the number of elements in the new mesh grows.
This follows from the fact that the boundary of the new mesh will contain nodes representing the boundary of the old mesh and several inserted nodes. This could lead to problems after several meshes and hence, they use a simplified boundary for generating a new mesh and then project the new mesh onto the old boundary. This approach has been demonstrated in 2-D modeling of forming problems. Lee, et. al. [23] use the boundary of the workpiece as the basis to generate the new discretization and have developed a technique termed as “automatic renoding”. In this approach, the workpiece elements likely to undergo mesh degeneracy and geometric interference with the die (elements with at least one edge on the boundary) are monitored. When these elements violate the interference or the degeneracy criterion, the element configuration is changed. Hence, a four node quadrilateral element violating the interference criterion may be changed to a five-node element to account for the proper shape of the die. This is defined as “renoding” and the shape functions are changed to reflect the new element configuration. The deformed workpiece mesh with these “renoded” elements forms the updated workpiece representation. Lee, et. al. [23] have used this technique to demonstrate its application to 2-D and 3-D forming operations. However, application of this technique to model forming processes involving complex workpiece geometries that undergo severe deformation would be very difficult since element distortion would eventually necessitate a remesh of the workpiece. Successful procedures for automated 2-D modeling of forming problems have been developed by Yukawa, et. al. [19], Tezuka [20], Park and Hwang [21] using the boundary of the deformed workpiece as the definition of the geometry to be meshed. Some more relevant references that use similar procedures for
remeshing of the workpiece in 2-D modeling of forming problems have also been listed [28-38].

Coupez, et. al. [39-42] describe an automated procedure for 3-D analyses. The boundary of the workpiece is defined as a fine mesh of linear triangular elements. This is used to generate a coarse, quadratic surface mesh that is used as the boundary of the workpiece mesh for analysis. From the analysis results, the geometric definition of the workpiece (fine mesh of linear triangles) is deduced with the goal of controlling the variation in the volume of the workpiece to less than a user-specified value. The technique has been applied to model the forging of a tripod. Tack, et. al. [43] and Tekkaya et. al [44-47] also use the boundary of the deformed workpiece mesh as the basis for generating the new discretization. In this approach, termed as the grid based approach, the characteristic points on the boundary are first determined and then used to define the updated (simplified) geometry for the workpiece.

Commercial special-purpose modeling systems such as Deform™ [10] and Antares™ [8, 9] require the dies to be represented by their mesh models and not their true geometric (CAD) models. Both of these codes use the deformed workpiece mesh as the basis to generate the new mesh. General-purpose commercial FEA codes such as Dyna™ [11], Abaqus™ [12] provide the capability for large deformation plasticity analysis but do not provide any automatic remeshing capability.
3.3.2 Geometry Update - Die mesh and workpiece geometry

In this method, the dies would be represented by their mesh models and the workpiece would be represented by a geometric representation generated based on the mesh data from the solver. The consistency condition when die mesh and workpiece geometry are used for model update would be:

$$W_G \cap D_M = 0$$ \hspace{1cm} (22)

During model update, the contact portion of the workpiece would inherit the appropriate portion of the die mesh. The free portion of the workpiece boundary would be represented by a smooth surface. The interactions between the workpiece and die representations in the contact region would be the same as in the previous case shown in Figure 16. Also, as shown in Figure 17, overlap between the die mesh and the workpiece geometry must be avoided in convex regions of the workpiece (in close proximity of die boundary). For practical use of this method, the consistency condition has to be relaxed to ensure that die nodes do not penetrate the workpiece mesh or the geometry. These conditions can be stated as:

$$W_G \cap D_M^0 = 0, \hspace{0.5cm} W_M \cap D_M^0 = 0$$ \hspace{1cm} (23)

Zhu, et. al. [24], Habraken, et. al. [25] and Dyduch, et. al. [26, 27] have implemented automated 2-D geometry update schemes where the free surface is represented with a cubic spline and the portion of the workpiece that is in contact inherits the appropriate portion of the die mesh.
3.3.3 Geometry Update - Die geometry and workpiece mesh

In this method, the dies would be represented by their geometric representation and the mesh model would represent the workpiece. A schematic illustration of this scheme for 2-D applications is shown in Figure 18. The consistency condition when die geometry and workpiece mesh are used for model update is:

\[
W_M \cap D_G = 0
\]  \hspace{1cm} (24)

However, as shown in Figure 18, it is not possible to avoid overlap between the workpiece mesh and the die geometry and the consistency condition is violated in the convex regions of the die. For practical use of this method, the consistency condition has to be relaxed to ensure that workpiece nodes do not penetrate the die boundary. This condition can be stated as:

\[
W_M^0 \cap D_G = 0
\]  \hspace{1cm} (25)
During model update, the contact portion of the workpiece inherits the appropriate portion of the die geometry. A faceted model represents the free surface of the updated workpiece geometry.

During model update, the contact portion of the workpiece inherits the appropriate portion of the die geometry. A faceted model represents the free surface of the updated workpiece geometry.

\[ W_M \cap D_G \neq 0 \]

Figure 18: Consistent model update – die geometry and workpiece mesh

### 3.3.4 Geometry Update - Die and workpiece geometry

In this method, geometric models represent dies and the workpiece. The consistency condition when die and workpiece geometries are used for model update is:

\[ W_G \cap D_G = 0 \quad (26) \]

During model update, the contact portion of the workpiece would inherit the appropriate portion of the die geometry and a smooth surface represents the workpiece free surface. Baehmann, et. al. [15, 16] have developed an automated system for 2-D modeling of forming operations based on this concept. The system provides the capability for geometry based problem specification within the framework of a 2-D geometric modeling system. The updated model is represented with a cubic spline through the nodes on the free surface of the workpiece and the appropriate portion of the die
geometry (facilitated via modification of the topology of the die model in a non-manifold representational scheme) for the contact regions. Specific techniques have been incorporated to ensure that there is no overlap between the billet and die geometries. Cheng [17, 18] has also developed techniques for 2-D modeling that use cubic splines to represent the free surface and the die geometry to represent the contact regions.

3.4 Implications on Workpiece Volume

The intent of the discussion in this section is to qualify the impact of the model update procedure on total workpiece volume. Note that we assume the workpiece volume is defined as the volume enclosed by the mesh model representing the workpiece during the analysis (since available solvers only see the mesh model). We will first discuss the factors affecting the workpiece volume during the simulation and then identify ones that are attributable to the geometry update procedure used in the automated system. The volume change during the simulation, $V_s$, can be attributed to the following components:

1. Volume change during the analysis, $V_a$,

2. Volume change due to die curvature, $V_c$, and,

3. Volume change due to the approximation of the free surface, $V_f$,

The change in the workpiece volume during the entire simulation, $V_s$, is expressed as:

$$V_s = V_a + V_c + V_f$$ (27)
The geometry update procedure used within the (updated Lagrangian) finite element procedure can result in change of workpiece volume with the change typically being a loss of volume. This represents workpiece *volume change during analysis* \((V_a)\) and Kobayashi, et. al. [1] discuss this in further detail. Other than identifying volume loss during analysis as a potential source of workpiece volume change, the thesis research does not address this issue further.

The bulk of the change in workpiece volume during geometry update is likely to result from enforcing the *relaxed* consistency constraints (as the one in equation 25) in the contact regions. This represents the *volume change due to die curvature* \((V_c)\), in equation 27. To illustrate this further, consider the situation (die geometry and workpiece mesh) illustrated in Figure 19, when a contact edge (both end points in contact with the same die) is to be split in the process of generating the new discretization. The location of the new node is adjusted from the mid-point of the original finite element edge to the die surface (if the mid-point lies inside the die) to enforce the relaxed consistency condition (equation 25). This impacts the local mesh volume and as shown in Figure 19, will result in a lower local volume in convex regions of the die. Note that the mid-point will lie outside the die volume in concave regions of the die and hence will be treated as a node on the free surface of the workpiece. It is to be noted that geometries with sharp transitions typically present significant difficulty for remeshing and can cause significant local volume changes and hence, contribute to a higher \(V_c\). Volume change due to die curvature can be reduced by:
(a) using a smaller value of average mesh size in high curvature areas (for the workpiece and if necessary, the dies) and near contact regions during remeshing, and,

(b) implementing geometric checks within the finite element solver that would trigger a remesh (for example, when the mid-point of a contact edge is more than some distance tolerance within the die).

These options increase the computational effort but will result in improved accuracy. The geometric checks referred to in option (b) are implemented via the die-overlap monitoring algorithm referred to in chapter 2.

**Figure 19: Impact on workpiece volume due to relaxation of consistency constraints**

The true volume change that can be attributed to the model update procedure is the change in volume due to approximation of the workpiece free surface. This represents *volume change due to free surface curvature* \( (V_f) \) and depends on how the model update procedure handles the workpiece free surface. The magnitude of \( V_f \) is lower when the discretization on the free portion of the workpiece boundary reflects a smooth boundary as illustrated in Figure 6. This concept, in fact, has been used in the development of several 2-D modeling systems [15-17] where the free surface is represented by cubic
splines. Unfortunately, in the 3-D modeling world, representing a model with higher order surfaces generated automatically from an arbitrarily distributed set of connected points (nodes/elements on the boundary of the workpiece) is an extremely difficult task even in the most sophisticated commercial software systems. In addition, even when it is possible, it is manually done. Hence, in this thesis research, the workpiece free surface is represented by sets of piecewise smooth surfaces defined over a localized domains. Details of the implementation are provided in chapter 5.

### 3.5 Classification of Model Update Approaches

Algorithms used to update the geometry of the deformed workpiece can be classified into the following three categories:

1. Evolving geometry method.
3. Hybrid or the combination method.

Details and characteristics on each of these methods are given below.

#### 3.5.1 Evolving Geometry Method

In this method, the geometry for the dies and the workpiece is stored as a single geometric model that is evolved based on results from the solver. The procedure ensures that portions of the workpiece boundary that are in contact with a die inherit the appropriate portions of the die geometry. This is accomplished by tracking the contact
boundaries as they evolve during the simulation, which in turn dictates updates to the topology of the die. The boundary conditions for the problem are defined as attributes on the geometric model and hence, automatically inherited by the updated representation of the workpiece. The free surface of the workpiece is typically represented with higher order (at least $C^1$ continuous) geometric entities in an attempt to mimic the smooth surface of the workpiece boundary.

Among the automated systems described in published literature and discussed earlier, Baehmann, et. al. [15, 16] and Cheng, et. al. [17, 18] have implemented evolving geometry schemes to automate 2-D forming analysis. Complexities of the geometric interactions and computations make it extremely difficult to implement this approach for 3-D modeling and none of the published articles describing 3-D modeling systems use this approach.

### 3.5.2 Mesh Based Method

In this approach, mesh models represent die and workpiece geometries. The boundary of the deformed mesh is assumed to represent the geometry of the workpiece. Since the new mesh is generated on a faceted representation, proper care has to be taken to:

(i) preserve workpiece features,

(ii) minimize volume loss, and,

(iii) ensure proper transfer/inheritance of analysis attribute information.
The use of discretized models as a basis for generation of the new workpiece mesh results in the introduction of an additional level of approximation. Hence, workpiece nodes that are identified as being in contact with a die are forced (geometrically) to lie on the boundary of the die mesh (rather than the die geometry). Since the modeling of a typical forming process involves a number of remeshing steps, the error (in the representation of the workpiece volume) can accumulate and introduce inaccuracies in the simulation. Using a fine mesh to represent the die boundary can result in a better approximation of the contact surface. However, the change in workpiece volume, due to the fact that the free surface discretization does not reflect a smooth boundary, cannot be eliminated from the simulation.

There have been several implementations of the mesh-based method described in the literature and summarized earlier. To recap, Schneiders, et. al. [22], Lee, et. al. [23], Habraken, et. al. [25], Barata Marques, et. al. [35], and Dyduch, et. al. [26, 27] have used mesh based schemes in their automation of 2-D forming analysis. Coupez, et. al. [39-42], Tack, et. al. [43], Tekkaya, et. al. [44-47], Lee and Yang [48], Yoon and Yang [49-50] have used mesh based schemes in their automation of 3-D forming analysis.

3.5.3 Hybrid or the Combination Method

In this method, a combination of the above two approaches is used to update the workpiece geometry. A typical scenario would be to use the faceted boundary of the deformed workpiece as its updated geometry and discretize it. This mesh is appropriately modified so that nodes in the contact regions lie on the true die geometry (rather than the
die mesh in the mesh based method). Hence, the scheme would provide us with the same accuracy (in the representation of the workpiece mesh model) as the evolving geometry method in the contact regions. In this method, the discretization on the free surface of the workpiece is generated in the same manner as in the mesh-based method. This approach, especially for 3-D applications, appears to be a pragmatic approach considering the fact that available commercial geometric modeling software does not support the automated generation of a solid model (with smooth surfaces) from a discrete representation. The implementation constraints are essentially the same as the ones mentioned for the two previous methods. The procedure can be improved if the discretization on the free surface can be compensated so that it reflects a discretization on a smooth higher order surface defining the workpiece boundary. This would involve relocating new nodes (not on the free surface of the original workpiece mesh) so that the resulting discretization reflects the curvature of the workpiece free surface. Curvature compensation of the free surface nodes can provide a similar level of accuracy in terms of volume control as the evolving geometry method. This hybrid method has been implemented in this thesis research and details of the implementation are provided in chapters 4 and 5.
Chapter 4

THE HYBRID METHOD - CONSISTENT HANDLING OF DIE GEOMETRY

The overall approach to automate the generation of new meshes to represent the deformed workpiece is referred to as a hybrid method [87] due to its use of both model and mesh information. A brief overview of the hybrid model update process is first presented. In the hybrid method, representation and consistent handling of the geometry of the dies is a key requirement. Published literature and commercial software codes dealing with 3-D forming analysis [8-10, 39-50] do not address the issue of using the geometric representation of the die during the analysis. In this chapter, algorithms to integrate the finite element solver and the geometry update procedures with a geometric modeler that houses the die-workpiece geometry information are given. Specifics of the procedures used to generate the new mesh representing the boundary of the deformed workpiece are discussed in the next chapter.

4.1 The Hybrid Method – An Overview

From the discussion on the possible approaches for geometry update and their classification presented in the previous chapter, it is clear that the evolving geometry method is the ideal method for implementation. The major hurdle in extending the evolving geometry method to 3-D is in dealing with complex geometric interactions (such as the ones in determining die contact) and in the construction of a 3-D geometric
representation for the deformed workpiece using its mesh model. It is to be noted that computations performed on geometric models can result in a significant increase in compute time (compared to the use of mesh models to represent die geometry). The central theme of the hybrid method is to select specific features of the evolving geometry and the mesh-based methods and combine and extend them to get results comparable to the evolving geometry method.

In the hybrid method, geometric models are used to represent dies during analysis and remeshing for better capture and representation of the evolution of die-workpiece contact. Representation of the die geometry as a geometric model can be accomplished by using a geometric modeler such as a commercial CAD system. The commercially available modelers allow representation of complex geometries, can perform geometric computations and answer geometric interrogations on any geometry they control. The choice of the geometric modeler and reasoning for its selection are given in section 4.3.

In order to use the die geometry in the finite element computations, the contact algorithm in the solver is modified to determine contact with the true geometry of the die rather than its discretization. Though finite element solvers use different techniques to determine contact, the need for geometric checks is common to all methods. This typically involves providing (for nodes inside/on the die boundary) the location of the closest point and the normal at that point. The proximity/containment check implemented in this work is discussed in section 4.4.1. A die overlap monitoring procedure has been implemented to control/monitor geometric approximation errors (section 4.4.2) and triggers a remesh, if necessary. Results from the solver are written out
to a text file to enable workpiece geometry update and remeshing. Consistent interpretation of geometric contact during analysis and remeshing is ensured by use of identical procedures to perform the geometric checks in both instances.

The workpiece is not defined as a standard geometric model since the geometric representations used by the geometric modeling systems are not capable of effectively tracking the type of shape changes involved with forming problems. Coupez, et. al. [39-42], Tack, et. al. [43], Tekkaya, et. al. [44-47], Lee and Yang [48], Yoon and Yang [49-50] and commercial codes [8-10] have used mesh-based schemes in their automation of 3-D forming analysis. In this thesis research, a new geometry update and remeshing procedure has been developed [71, 73, 87] specifically to address the limitations of the typical mesh-based procedure with respect to the representation of the deformed workpiece. A specific step forward is to introduce a curvature capturing method (section 5.8) that will place new nodes on a curved local representation thus introducing improved local geometry control. Comparisons of this procedure with published literature [39-50] are provided in Chapter 5. The procedure, briefly explained, uses mesh manipulation and procedures to update the geometry of the deformed workpiece. Element faces on the boundary are used in the representation of the geometry of the workpiece. Boundary nodes representing the contact portion of the workpiece are constrained to be in contact with appropriate portions of the die geometry. Appropriate mesh refinement procedures are used to control the geometric approximation and discretization errors. The central idea of the free surface curvature compensation algorithm [87] is to create local $C^1$ surfaces based on the workpiece mesh model to capture the local curvature of the deformed workpiece geometry. New nodes representing the workpiece boundary are
then positioned appropriately on these local $C^1$ surfaces. The combination of the mesh-based method and free surface curvature compensation represents an effective method to track the evolving workpiece geometry.

In the hybrid method, use of the true die geometry, die-overlap monitoring, adaptive and look-ahead mesh refinement and free surface curvature compensation procedures help to preserve workpiece features and minimize the impact on total workpiece volume and its distribution. Analysis attribute information is properly transferred to the new mesh by using special data structures (explained in Chapter 5) that track and update the specific information during workpiece geometry update.

4.2 Implementation of the Hybrid Method

The procedure described here is applicable immaterial of the choice of the geometric modeler, finite element solver and the geometry update/remeshing procedure. The problem definition and set-up supports use of geometric models to represent the dies. The geometric model to represent the dies is created only once, before the simulation is begun. In the current work, the dies are considered to be rigid and hence updating the die models involves applying rigid body transformations to reflect the die motion. Elastic deformations in the die are considered small enough to justify not updating the geometric representation of the dies. Obviously, this process would not be applicable in cases where the die deflections are important. However, such cases are not common in the design of industrial forming processes.
Problem set-up for analysis includes defining the boundary conditions, material specifications, etc. as per the requirements of the finite element solver. Once the problem is setup, the finite element solver can simulate the deformation of the workpiece till one of the following situations is encountered: (a) the elements are too distorted to continue, (b) a distortion metric or a geometric approximation monitoring criterion triggers a remesh, (c) the iterative procedure in the finite element solver fails to converge, or, (d) the required die stroke has been reached and the simulation is complete.

For circumstances other than when the required die stroke has been reached, it is necessary to update the workpiece geometry and mesh it in order to continue the analysis. Upon successful completion of a time-step during finite element analysis, the solver writes out specific information used to drive workpiece geometry update and remeshing. Information written out includes the node coordinates and element connectivities, node contact data (if in contact then with which die), element results (strains, stresses, temperatures), boundary condition information (groups of elements with associated boundary condition information). The simulation is continued after the geometry update and remeshing procedure uses this information to build a new mesh for the deformed workpiece.

4.3 Selected Software Tools

The generic outline of the hybrid method described above is suitable for use with a number of software tools for analysis and model representation. However, the implementation details for the algorithms developed are affected by the choice of the
software tools used. In this research effort, commercial software has been used to perform the finite element analysis, generate meshes to fill the workpiece volume and store the 3-D geometric model of the dies. The commercial software tools used are:

1. The finite element solver: The Antares™ [8, 9] solver from UES Software Services, Dayton, Ohio has been used to analyze the deformation mechanics. It requires that the workpiece be represented by 4-node tetrahedral elements. The primary reason for its selection was that Antares™ is a commercial tool, available with an automatic mesh generator. The version provided for this thesis research also included access to the appropriate portions of the code to allow modification of the geometric checks within the contact algorithm, add checks to control geometric approximation errors and retrieve relevant results data.

2. The automatic mesh generator: The MeshCast™ mesh generator from UES Software Services, Annapolis, Maryland has been used to discretize the workpiece. This is included as a standard component of the Antares™ system [8, 9]. Given a surface mesh (of triangles) representing the boundary of the workpiece, this software uses the advancing front method [72, 79, 80, 106, 107] to fill the volume with straight-edged tetrahedrons. The geometry update and remeshing procedure developed in this thesis research has focused on the generating a surface that properly represents the boundary of the deformed workpiece. Hence, any of the volume meshing techniques that operate from a surface mesh are well suited to use with these procedures.

3. The CAD system: The Unigraphics™ CAD system [13, 14] has been used to house the geometric models for the dies. It was selected primarily because of the extensive
functionality provided to create, manipulate and query the geometric model. It is a widely used commercial tool and is very robust and extensive in its geometry creation functionality. The UG/Open™ API [13, 14] is used to extract the geometry and topology related information from the CAD models and to perform desired geometric computations needed during model update and analysis.

4.4 Using CAD Geometry in Analysis and Remeshing

The containment/proximity check, to determine if a point on the workpiece boundary lies inside, outside or on the die boundary, forms the basis of geometric checks required in contact computations, die-overlap monitoring and the look-ahead mesh refinement procedures performed during analysis and remeshing. The containment/proximity check implemented in this thesis research is described in section 4.4.1. The die-overlap monitoring algorithm, which uses this geometric check, is explained in section 4.4.2. Details of the CAD interactions needed for the look-ahead mesh refinement and the free surface compensation procedures are provided in chapter 5 as part of the discussion on geometry update and remeshing.

To facilitate integration of the solver and the CAD system, a data structure has been defined to track die geometry related information during the simulation. The data structure, shown in Figure 20, is updated as needed to ensure that it reflects the current state in the process simulation. For each die, its name, the Unigraphics™ object identifier (called the tag), the bounding box information for the die and for each of its bounding faces, translation applied to get it to its initial position (at time, t = 0 for the
process simulation), die stroke and direction of translation are stored. Information on the faces and their bounding boxes is used in the containment/proximity procedure described below. Since the finite element solver and the geometry update procedure are two separate modules, handshaking between these modules is accomplished by writing the information in this data structure, at the end of execution of each of these modules, to a text file, *dietrans.dat*. The geometry update procedure reads this file written out by the solver and first synchronizes the die locations to reflect the die locations for the last converged solution. If there is any difference in the die stroke data for the converged solution (obtained from solver results) and the applied die stroke (defined in the file *dietrans.dat*), the die models need to be appropriately translated. These situations occur when the solution fails to converge within the user-defined number of iterations (but the dies have already been translated in order to perform the computations).

```c
typedef struct GeoDieInfo
{
    tag_t objTag;    /*  object identifier in Unigraphics */
    int numFaces;    /*  number of faces bounding the object */
    tag_t *faceTags; /*  array of tags (object ids) of the faces */
    int dieNum;      /*  die number in the process model */
    double bBox[6]; /*  bounding box for the object */
    double (*faceBox)[6]; /*  bounding box for each face */
    char (*faceName)[24]; /*  name for each face */
    char dieName[24];  /*  name for the object */
    double posTrans[3]; /* translation applied to position die before
                        commencing the process simulation */
    double simTrans;  /* translation applied as die stroke */
    double transDir[3];  /* direction of translation (for stroke) */
} GeoDies;
```

**Figure 20: Data structure to store solver and CAD model integration information**
4.4.1 Geometric Proximity/Containment Check

There are a variety of methods that can be applied to determine if a node point is inside a die region. Since the amount of motion is easily bounded by a conservative multiple of the die stroke in that step, the points are first checked against an expanded bounding box of the region’s faces instead of the standard, but somewhat expensive for curved domains, ray firing algorithm. If the given node point location lies inside or on the boundary of the expanded bounding box for a face, this face becomes a candidate face on which the closest point could potentially lie. The closest point on the candidate face and its distance from the given node point are computed using an iterative procedure such as the one described below. Repeating this procedure for each bounding face of the die, storing the minimum distance and the associated point on the die allows us to compute the closest point on the die and hence, the die penetration or proximity (if the node remains outside the die).

In modeling systems, the underlying geometry defining the face (topological entity) is typically a patch or a curve-bounded collection of points whose coordinates are given by a continuous, two parameter, single-valued mathematical functions [126, 127]. The parametric variables \((u, w)\) are constrained to the interval \(u, w \in [0, 1]\). In Figure 21, \(q\) is the location vector of the node point and \(p\) the location vector of the closest point on the surface. Hence, the minimum distance between \(p\) and the surface is \(|p - q|\) along the surface normal direction \((p - q)\). The normal vector at a point, whose location is known in parametric space, is also obtained by taking a cross product of the two tangent vectors \((p^u\) and \(p^w\) with respect to the \(u\) and \(w\) parameters) at that point [126, 127]. Hence, we
must have the cross product $(p - q) \times (p_u \times p_w) \sim 0$ (within a small tolerance). The tolerance value used is typically the model tolerance or the minimum distance between points for the modeler to consider them as non-coincident (0.001 inches in Unigraphics™). An iterative procedure such as the Newton-Raphson method is used to determine $p$. The specific geometric computations to determine the closest point on a face are performed using the UG/Open™ API.

![Figure 21: Determining closest point to a face [126]](image)

The bounding boxes for the faces are padded by an amount equal to four times the die stroke per time step to ensure that all of the nodes penetrating the die are taken into account. Padding the bounding boxes and using simple bounding box containment checks to reduce the number of proximity checks performed, allows us to reduce the CPU time needed per check as compared to the case when all of the faces are subjected to complete closest point checks. These checks are essential since, as the simulation progresses, an increasing percentage of the nodes on the workpiece boundary are subjected to these proximity/containment checks during the analysis. The impact on the simulation time is significant since these checks are performed once per iteration of a
time step (several iterations may be needed to obtain a converged solution). Padding the bounding boxes by four times the die stroke per time step provides a large enough safety net to catch all of the nodes that have penetrated the die. Appropriate UG/Open™ API calls are then used to obtain the normal to the die surface \((p^u \times p^w)\) at the closest point \(p\) when the solver performs this check as part of the contact computations.

To further speed up the process of determining contact between the workpiece and the die during analysis, the inherently compute intensive geometric proximity/containment checks are applied only to a subset of the nodes on the workpiece boundary. The geometric checks in the mesh based contact algorithm are first used to obtain the classification information for the workpiece boundary nodes. This identifies the set of nodes \(\left\{ w M_j^0 \mid w M_j^0 \subset \partial(\omega M) \right\}\) to be subjected to the geometric proximity/containment checks. The geometric checks in the mesh based contact algorithm of Antares™ [8, 9] are explained with respect to Figure 22. A prism is built around each of the triangular faces (like face \(abc\) in Figure 22a) on the die boundary and nodes that lie inside the prism are classified as contact nodes. The height of the prism is set based on a user specified parameter termed as the overlap band, typically set to the die stroke per time step. The height of the prism extends to four times the overlap band into the die volume (prism \(abcdef\)) and one times the overlap band outside the die region (prism \(abcghi\)) as shown in Figure 22a. Note that the prism is extended outside the die region specifically to account for the approximation of the geometry by the finite element mesh representing the die. This ensures that nodes in close proximity of the die mesh will also be picked up for the geometric checks. Since the prism check will miss nodes in wedges (node \(q\) in Figure
22b), a distance/dot product check is performed on nodes not classified as contact nodes after the prism check. In Figure 22b, if (a) the dot product between vector \((q - b)\) and face normal \(\vec{n}\) is positive and the distance \(qb\) is less than 4d, or, (b) the dot product between vector \((q - b)\) and face normal \(\vec{n}\) is negative and the distance \(qb\) is less than d, the node is classified as a contact node. Selective application of the geometric proximity/containment checks has resulted in a considerable reduction in the CPU time required (as compared to the case when all the nodes are directly subjected to the checks). The reduction in CPU time can be especially large in the early stages of the forming simulation when only a small portion of the workpiece boundary nodes are in contact with a die.

\[
\delta = \text{overlap band, (a user specified value)}
\]

(a) prism check

(b) catching nodes in wedges

**Figure 22: Geometric checks for contact in Antares™**

### 4.4.2 Die-Overlap Monitoring Algorithm

As described in section 2.1, monitoring the “die-overlap” and triggering a remesh when die-overlap is detected, can reduce geometric approximation errors. In the hybrid method, die-overlap is the overlap between the workpiece (represented by its finite element mesh) and the die geometry. A typical situation with die geometry and straight-
edged workpiece mesh combination is illustrated in Figure 23. If the workpiece is remeshed based on the workpiece mesh geometry, the volume represented by the shaded region in Figure 23 is lost (or gained depending on the local die curvature).

The central idea of the die-overlap monitoring scheme is to use sampling point(s) on the edges of the contact portion of the workpiece boundary and determine die penetration, if any. The proximity/containment check forms the basis of this check. A single sample point at the mid-point of the contact edges is used to approximately check for die-overlap. Since a complete proximity/containment check is quite compute-intensive, a single sample point limits the increase in CPU time while providing an acceptable measure of the geometry approximation error. In the procedure implemented (Figure 23), the proximity/containment check described above is used to compute the distance between the mid-point of the finite element edge $e_1$, whose end-points (nodes 1 and 2) are in contact with a die, and the die geometry.

![Figure 23: Die-overlap monitoring algorithm](image)

The threshold value for triggering a remesh has been based on a limiting value for the angle $\theta$ in Figure 23 for the case where the length of the contact edge is equal to the
average mesh size specified by the user as input for the problem. The average mesh size represents the desired local mesh size for the workpiece. A small limiting value for $\theta$ is likely to result in frequent remeshes. As explained in section 2.4, frequent remeshes of the workpiece can cause mesh-rezoning errors to increase. On the contrary, a large value for $\theta$ implies a looser control on the geometric approximation error. A limiting value of $30^\circ$ has been selected in this implementation to limit the possible impact of mesh rezoning errors. This threshold may need to be altered when further studies on the mesh rezoning errors are completed. For a finite element edge of average mesh size length ($h$) in Figure 23, the overlap, $\delta = (h/2) \times \tan 30^\circ$, i.e., $\delta = 0.29h$. Hence, this limiting value ($30^\circ$) for $\theta$ yields a threshold die penetration distance of 0.29 times the average mesh size specified by the user for the problem. A single threshold value based on a user specified parameter gives a single criterion for triggering a remesh as opposed to case where a threshold value is computed as a fraction of the contact edge length.

The impact of the die-overlap monitoring scheme on the workpiece volume is evident in the simulation of the valve body (hammer) forging process, for which full simulation results are presented in chapter 6. The simulation was performed using identical process parameters with and without die-overlap monitoring. With the original workpiece volume at 9.116 cu. in., the first remesh was triggered at time $t = 0.0225$ seconds when die-overlap was monitored and at time $t = 0.03$ seconds when die overlap was not monitored. The resulting workpiece volumes after geometry update and remeshing were 9.108 cu. in. (volume loss of 0.09%) and 9.098 cu. in. (volume loss of 0.19%) respectively in the two cases, showing a 52% improvement in volume preservation. The
results are similar when simulation results from the two cases were compared at time $t = 0.1$ seconds (70% of total die stroke). The workpiece volumes in the two cases were 9.063 cu. in. (volume loss of 0.58%) and 9.025 cu. in. (volume loss of 1.0 %) respectively in the two cases, showing a 42% improvement in volume preservation.
This chapter discusses the procedures and algorithms developed, as part of the hybrid method, to update the geometry of the deformed workpiece and generate a new mesh to represent it for further analysis [71, 73, 87]. A brief overview of the overall geometry update process is first presented. The geometry update and remeshing procedures developed in this thesis research focus only on the generation of a new mesh representing the boundary of the deformed workpiece. An automatic mesh generator uses this updated workpiece boundary mesh to discretize the volume. This chapter first presents the data structures used and specifics of the model update algorithm. Procedures that enrich the surface (boundary) mesh are then described. These include algorithms for free surface curvature compensation, adaptive mesh and look-ahead mesh refinement.

5.1 Geometry Update Procedure – An Overview

The model update algorithm works in tandem with the solver. The solver simulates the process until the workpiece mesh is too distorted to continue at which point the model update and remeshing algorithm takes over. Information needed to update the workpiece geometry includes:
(i) the current geometry of the deformed workpiece as understood by the analysis code (only node coordinates and element connectivities – other classification and adjacency information is regenerated),

(ii) boundary conditions, if any, applied on the elements (contact status, symmetry, pressure, velocity),

(iii) the distribution of the field variable (strain rate, in our case) that is to be used to guide adaptive mesh refinement,

(iv) incremental die-strokes for each die, and,

(v) a mesh size field specified by the user during problem setup. This information is assigned to the workpiece like a boundary condition in the Antares™ [8,9] pre-processor and is provided to the geometry update procedure. Ideally, an error estimation process should define this mesh size field. In the present case, an *average mesh size* is used to guide the remeshing process in the portions of the domain where no other mesh size information is available.

The contact status information indicates if a workpiece boundary node lies on the free surface or is in contact with a die (geometry). For contact nodes, identification of the die with which it is in contact is also needed.

The objective of the geometry update procedure is to take the mesh model for the deformed workpiece from the solver and generate a surface mesh consisting of valid, 3-node triangular elements of acceptable shape to represent the workpiece boundary. Previous implementations of mesh-based schemes for 3-D geometry update and
remeshing [8-12, 38-50] are described in the next section along with their limitations so as to set the stage for describing the method developed in this thesis.

During geometry update, new nodes may be generated on the workpiece boundary. In order to enforce consistent interpretation of geometric contact, it is imperative that identical geometric containment/proximity procedures be used in the solver and the update procedure. The geometric containment/proximity procedure described in section 4.4.1 is also used within the update procedure. Geometric computations of interest are the containment/proximity checks to determine if new nodes created lie inside, outside or on the boundary of any of the dies.

Procedures have been incorporated within the geometry update scheme to address geometric approximation and aspects of the mesh discretization errors (discussed in chapter 2). An adaptive mesh refinement algorithm identifies regions where the solution error has exceeded a threshold. However, only the discretization on the workpiece boundary is refined because interior refine points cannot be specified as input to the version of the MeshCAST™ [8, 9] mesh generator that comes with the Antares™ system. Using a mesh generator that takes a general mesh size field as input is recommended though not implemented here.

A look-ahead mesh refinement procedure has also been implemented to refine the mesh on the free portion of the workpiece boundary that is in the vicinity of the die. This ensures better capture of die-workpiece contact as the simulation progresses. The look-ahead mesh refinement procedure and the mesh-based update procedure are likely to
create new nodes on the free portion of the workpiece boundary. To ensure that the free surface of the updated workpiece reflects the discretization of a smooth boundary, the locations of new nodes on the free surface are modified based on the local curvature.

5.2 Previous Work

In this section, 3-D geometry update procedures described in published literature are compared to help set the stage for describing the procedure developed here. The relevant technical issues of interest are the procedures used to create the updated geometry, treatment of contact and free surface areas, use of special procedures to control geometric approximation errors, and application constraints (if any).

Most 3-D applications [8-11, 43-50] use the boundary of the deformed workpiece (mesh) without any modifications as the updated workpiece geometry. Although the simplest approach, it has the potential of making simulation results unrealistic due to volume gain/loss when the discretization based on this faceted boundary is used to represent the workpiece in the ensuing analysis. A typical situation encountered in 2-D cases for a convex region of the workpiece is illustrated in Figure 24. The new mesh (node sequence 1, 5, 6, 7, 4) is generated using the boundary of the deformed mesh (node sequence 1, 2, 3, 4) as the workpiece geometry. This results in a localized volume loss and further computations for local material flow based on this discretization will be inaccurate. Simulations performed by researchers [139] with early versions of some commercial codes using this approach [10, 11] have shown volume losses of up to 20%.
Lee, et. al. [23] have developed a technique termed “automatic renoding” where the boundary of the workpiece is locally modified by adding new nodes (along boundary edges) and modifying the element shape functions in subsequent analyses. The decision on where to make the local change is based on mesh degeneracy and geometric interference criteria. In 3-D simulations, the boundary is initially represented by 4-node quadrilaterals (bricks representing the volume). Different types of renoded elements used in 3-D simulations where the top element face of the brick element is on the workpiece boundary are shown in Figure 25. Lee, et. al. [23] have used this technique to model a simple 3-D forging case. Though the local changes imply limited impact on workpiece volume, it is difficult to envisage application of this technique to model forming processes involving complex workpiece geometries since element distortion would eventually necessitate a remesh of the workpiece.

In the procedure developed by Coupez, et. al. [39-42], the workpiece is represented by 10-node tetrahedral elements during analysis (6-node triangles to define the boundary). The updated workpiece geometry is represented by fine mesh of linear triangles deduced from the boundary of the deformed workpiece. Each quadratic triangle defining the
workpiece boundary is divided into several small linear triangles with the “goal of controlling the variation in the volume of the workpiece to less than a user-specified value” [39-42]. New nodes, created by this process, that lie inside a die (mesh) are pulled to the die boundary. It is not clear if any special procedures are in place to handle cases where the surface mesh contains degenerate elements. A coarse mesh of linear triangles is then generated (based on the fine mesh of linear triangles) while “maintaining a good precision on the workpiece geometry” [39]. This mesh of linear triangles is curved to match “as precisely as possible” [39], the boundary represented by the fine mesh of linear triangles and represents the boundary of the workpiece for the ensuing simulation. The procedure has been applied to forging of a tripod [39] but workpiece volume variation as the simulation progresses has not been shown.

![Renoded element configurations in 3-D simulations](image)

**Figure 25: Renoded element configurations in 3-D simulations [23]**

All of the published 3-D implementations [23, 39-50] and the commercial codes [8-12] use the die mesh during analysis and geometry update. Though some of the 2-D
procedures have implemented adaptive remeshing, the 3-D implementations do not address the refinement of meshes for discretization or geometric approximation errors.

The geometry update procedure developed in this thesis research [71, 73, 87] uses mesh manipulation operations to generate the updated representation of the boundary of the deformed workpiece. The basic methodology can be applied to a variety of evolving geometry problems such as bulk forming (forging, extrusion, etc.) and sheet forming. Results from the procedure implemented for bulk forming simulations are presented in the next chapter. Though the proposed methodology overcomes key technical limitations of the approaches described above, there are issues requiring further consideration. These issues relate to mesh gradation/transitioning, application of the procedure to higher order elements, and full versus local remeshing of workpiece. These topics are discussed further in section 5.10.

Before presenting details of the model update procedure, some relevant preliminaries are discussed. First, we examine the data structures used to store the needed mesh model adjacency information. Next, the local geometry variation check (LGVC) is discussed. This check forms the cornerstone of the model update procedure and serves to limit the change in the local workpiece geometry. Next, some of the basic mesh manipulation operations are reviewed and the sequence of operations to commit a topological change (with respect to the data structures) is given.
5.3 Data Structures to Store Mesh Adjacencies

In order to implement efficient procedures to update the workpiece geometry, data structures must be developed to store the mesh adjacency (topology) information. Mesh adjacencies are important because query/interpretation of the local geometry/topology is key to the implementation of the update procedure developed. Beall and Shephard [78] address the issue of topology based mesh data structures and the various options available. We could either store all the necessary adjacency information in the data structures or store only the primary adjacency information and derive the rest as needed. A structure, that stores all the information required by the model update procedure, has been implemented here and is given in Figure 26. Hence, there is no need to search for topological adjacency information. The decision to pursue this form of the implementation was based on the typical sizes of the mesh models for workpiece (up to 15000 nodes) and the die objects and also the RAM available (at least 512 Mb) on typical workstations used to perform the simulations. It is to be noted that the amount of memory needed to store all the adjacency information is far less than the memory typically used by the solver during the analysis. For example, in the disk-forging example, full simulation results for which are presented in the next chapter, the workpiece near the end of simulation had 3298 nodes (1860 on the boundary), 13393 tetrahedral elements, 3715 boundary faces and 5574 boundary edges. The memory requirement reported by the Antares solver (for the stiffness matrix) in this case is 77 Mb where as the memory requirement to store the required adjacency information into the data structures of Figure 26 is 1.295 Mb. Note that the FE_NODE structure needs \(64 + (4 \times \text{no. of edges using node}) + (4 \times \text{no. of faces adjacent to node})\) bytes, the FE_EDGE
structure needs 56 bytes and the FE_FACE structure needs (112 + (32 * no. of labels on face)) bytes (a maximum of 32 characters allowed for each label).

```c
typedef struct fe_node_info
{
    double nodeCoords[3]; /* coordinates of the node */
    int bcNode;         /* indicates a boundary or corner node */
    int contactStatus  /* die with which node is in contact */
    int edgesUsingNode; /* number of edges adjacent to this node */
    FE_EDGE **edgeList; /* pointers to edges adjacent to node */
    int facesUsingNode; /* number of faces adjacent to this node */
    FE_FACE **faceList; /* pointers to faces adjacent to this node */
} FE_NODE;

typedef struct fe_edge_info
{
    int edgeNodes[2];   /* nodes of the edge */
    int edgeFaces[2];   /* faces adjacent to an edge */
    int biEdge;         /* indicates boundary or incident edge */
    int forceSplit;     /* indicates if length checks 
                          are to be ignored for splitting */
    double meshSize;    /* mesh size for the edge */
    double edgeLen;     /* edge length */
} FE_EDGE;

typedef struct fe_face_info
{
    int faceConn[3];    /* face connectivity */
    int adjElem;        /* adjacent tetrahedron */
    FE_EDGE **faceEdges; /* edges of the face */
    double faceNormal[3]; /* components of the normal to the face */
    double faceFactor;  /* shape factor for the face */
    double LocalMeshSize; /* user specified local mesh size */
    int numLabels;      /* number of labels for the face */
    char **labels;      /* array of labels on the face */
} FE_FACE;
```

**Figure 26: Data structures to store mesh model adjacencies**

To ensure proper transfer and inheritance of analysis attribute information, we build a model topology for the workpiece represented by “model faces” bounding it. The model topology provides a convenient abstraction for defining the domain and allows the
convenient specification of analysis attributes such as boundary conditions [78-80]. For example, in Antares, boundary conditions are assigned to a named group of finite element faces (termed mesh surfaces), which, in our case, are the topological model faces of the workpiece geometric model. The geometric representation of these model faces is defined as the union of mesh entities and the data structure developed to facilitate this representation is illustrated in Figure 27. The notation proposed by Beall and Shephard [78] and described in Figure 28 is used to define the classification and adjacency information. Note that the procedure only deals with the workpiece mesh model and hence, there is no need for a separate identifier as used to distinguish between the mesh models for the die and the workpiece. Under this notation, mesh faces are termed as being classified on the model faces, i.e., \( \{ M^i_j | M^i_j \cap W^i_j \} \). The label element of the FE_FACE data structure of Figure 27 identifies the boundary condition associated with the model face and is used to sort the element faces into groups representing model faces. Figure 29 shows the constructed model topology for the workpiece with model faces defined for symmetry, contact and free portions of the workpiece boundary. Restrictions are placed on the mesh manipulation operations when dealing with nodes/edges bounding the model faces during geometry update (explained in section 5.6).

```c
typedef struct model_face_info
{
   int numFaces;  /* no. of FE faces in the “model face” */
   FE_FACE **faceList;  /* FE faces defining the “model face” */
   char *label;  /* label for the “model face” */
} MFACE;
```

**Figure 27: Data structures to store model topology**
Mesh adjacency information necessary to perform the mesh manipulation operations is illustrated in Figure 30. For a node, \( i \), its coordinates, adjacent edges \( \{ M_i^0 \{ M_j^1 \} \} \) and adjacent faces \( \{ M_i^0 \{ M_j^2 \} \} \) are stored. Adjacent edges are needed during smoothing and the adjacent faces are needed to build the local surface during free surface curvature compensation. In Figure 30, node 1 has 6 adjacent edges and 6 adjacent faces. The list of adjacent edges has \( \{ M_i^0 \{ M_j^1 \} = M_j^1, j = 1...6 \} \) and the list of adjacent faces has \( \{ M_i^0 \{ M_j^2 \} = M_j^2, j = A...F \} \). The \textit{contactStatus} flag indicates the node’s contact status and its classification with respect to the dies. Hence, the classification for a node, \( i \), in contact with die \( n \), can be represented as \( M_i^0 ? \partial(D_n G) \). The \textit{contactStatus} flag is set to 0 for nodes on the free surface and \( n \) for nodes in contact with die \( n \). The \textit{bcNode} element of the FE_NODE data structure is used to identify the classification of the node with respect to the model topology. Nodes in the interior of a model face are classified to be
on the model face \( \{ M^0_i | M^0_i ? W G^2_i \} \) and the \textit{bcNode} element of the FE_NODE data structure for these nodes is set to 0. Nodes classified on model edges, defined as the set \( \{ M^0_i | M^0_i ? W G^1_i \} \), are the nodes with adjacent faces \( \{ M^0_i \{ M^2_i \} \} \) bounding two different model faces. For these nodes, the \textit{bcNode} element of their FE_NODE data structure is set to 1. Nodes classified on model vertices, defined as the set \( \{ M^0_i | M^0_i ? W G^0_i \} \), are the nodes with adjacent faces \( \{ M^0_i \{ M^2_i \} \} \) bounding more than two different model faces. For these nodes, the \textit{bcNode} element of their FE_NODE data structure is set to 2. These parameters are used in the mesh modification procedures discussed later. The geometry update procedure maintains the location of the mesh surface corner nodes.

*Figure 29: Classification for consistent transfer of analysis attributes*
Figure 30: Mesh adjacencies required for mesh manipulation

For an edge, \( i \), its bounding nodes (\( \{ M_i^1 \{ M^0 \} \)\), adjacent faces (\( \{ M_i^1 \{ M^2 \} \)\) and the mesh size to be used for discretization are stored. Information on the two adjacent faces is needed during edge swapping. The square of the length of each finite element edge is computed and stored in the \textit{edgeLen} element of the FE_EDGE data structure to avoid repeated computations during geometry update. Squares of the lengths are used to avoid square root computations. The mesh manipulation operators that create or delete mesh entities (splitting and collapsing operators) make their decisions based on the \textit{edgeLen} values. Since the user can specify a varying mesh size requirement in different areas of the workpiece boundary, a desired mesh size value is associated with each edge in the \textit{meshSize} element of the FE_EDGE data structure. The initial value for desired mesh size is set as the square of the user specified \textit{average mesh size} for the analysis. The \textit{meshSize} value is then modified for edges in regions to be refined and where the user has defined a local mesh size requirement. The goal of the mesh manipulation operations is to bring the \textit{edgeLen} value close to the \textit{meshSize} value for an edge. To control geometric
approximation errors, it may be necessary to split the edge even if it is not required to satisfy the length-based criteria. Hence, an additional flag, \textit{forceSplit}, is associated with every edge. When set to 0 (default) the length-based checks take precedence in deciding if the edge is to be split. A setting of 1 implies that the edge is to be split regardless of the outcome of the length-based checks. The \textit{biEdge} element of the FE_EDGE data structure is used to indicate its classification with respect to the model topology and is initialized to 0 to indicate its location in the interior of the model face (\{M_i^1\mid M_i^1 = wG_i^2\}).

For mesh edges classified on model edges, defined as the set \{M_i^1\mid M_i^1 = wG_i^1\}, the \textit{biEdge} element of the FE_EDGE data structure is set to 1. These are edges whose adjacent faces (\{M_i^1\mid M_i^2\}) bound two different model faces. Note that the \textit{bcNode} element of the FE_NODE data structure of the two bounding nodes (\{M_i^1\mid M_i^0\}) has a non-zero value. Edges bounded by one node classified on a model edge (\textit{bcNode} element of its FE_NODE data structure is non-zero) and the other classified on a model face (\textit{bcNode} element of its FE_NODE data structure is zero) are also identified and the \textit{biEdge} for these edges is set to 2. It is to be noted that Antares recomputes contact information when a new mesh is given. Consistency is maintained via use of identical algorithms are used to determine contact. Hence, there is no need to identify and store edges and/or faces bounding contact and free surfaces. However, this information may be needed if a different analysis code is used.

For a face, \(i\), on the boundary of the workpiece, its bounding nodes (\{M_i^2\mid M_i^0\}), and edges (\{M_i^2\mid M_i^1\}) are stored. The face normal is stored to compute angles between
faces as needed during edge swapping and free surface curvature computation (explained in sections 5.6 and 5.8). The \textit{LocalMeshSize} element of the FE_FACE data structure represents the user specified local mesh size requirement. The \textit{meshSize} element of the FE_EDGE data structure for the bounding edges inherits this value. To facilitate proper transfer of the boundary conditions, the number of attribute labels and the attribute labels assigned to the face (each label representing a boundary condition) are stored. Note that multiple boundary conditions (thermal/mechanical) may be assigned to faces. The tetrahedral element adjacent to this face (\{M^3\}), is stored in the \textit{adjElem} element of the FE_FACE data structure. This information is used to identify refinement regions on the workpiece boundary to control mesh discretization errors.

Element quality plays an important role in the geometry update procedure and the metric for element quality is used as a basis for deciding the edges to collapse. The quality of an element with straight edges is typically measured in terms of one or more of the following or similar shape metrics [128-131]:

1. Aspect ratio measure:
   a. Normalized ratio of the radius of the inscribed circle, $r$, to the radius of the circumscribed circle, $R$,
   \[ Q_1 = \frac{2r}{R} \quad (28) \]
   b. Normalized ratio of the minimum height, $d_{\text{min}}$, to the largest base length of the triangular face, $l_{\text{max}}$.  

\[ Q_2 = \frac{2}{\sqrt{3}} \frac{d_{\text{min}}}{l_{\text{max}}} \]  

(29)

2. Angle measure: Smallest and the largest angle for the element \( \phi_{\text{min}}, \phi_{\text{max}} \in [0, 180] \) degrees which can be measured as the following normalized metrics:

a. Small angle metric,  
\[ Q_3 = 2(1 - \cos(\phi_{\text{min}})) \]  

(30)

b. Large angle metric,  
\[ Q_4 = \frac{2}{3}(1 + \cos(\phi_{\text{max}})) \]  

(31)

For these quality measures, \( 0 \leq Q_i \leq 1 \) for \( 1 \leq i \leq 4 \). In the thesis implementation, aspect ratio measure \( Q_2 \) has been used due to its lower computational cost compared to explicit computation of angles. The element quality as measured by \( Q_2 \) is computed for each element face and stored in the \textit{faceFactor} element of the FE_FACE data structure.

### 5.4 Local Geometry Variation Check

The purpose of the \textit{local geometry variation check} (LGVC) is to measure the potential impact of a mesh manipulation operation on the volume between the two affected portions (before and after configurations) of the surface mesh. If the change in local workpiece volume is within acceptable limits (defined below), the mesh manipulation operation is performed.

For the case of swapping, the affected region is a tetrahedron defined by the two triangles adjacent to the edge being considered for swapping (\( \{ M_1 \}, \{ M_2 \} \)). In Figure 31, the nodes \( 1234 \) define the tetrahedron formed by the triangles \( A \) and \( B \) before swapping and the
nodes 1243 define the tetrahedron after swapping. To determine if swapping would result in an acceptable geometry, we compute and compare the volumes of these tetrahedrons. The volume, \( V_i \), of a tetrahedral element is computed as the determinant,

\[
V_i = \frac{1}{6} \begin{vmatrix}
  x_1 & y_1 & z_1 & 1 \\
  x_2 & y_2 & z_2 & 1 \\
  x_3 & y_3 & z_3 & 1 \\
  x_4 & y_4 & z_4 & 1
\end{vmatrix}, \quad \text{or,} \quad V_i = \frac{1}{6} \begin{vmatrix}
  (x_2 - x_1) & (y_2 - y_1) & (z_2 - z_1) \\
  (x_3 - x_1) & (y_3 - y_1) & (z_3 - z_1) \\
  (x_4 - x_1) & (y_4 - y_1) & (z_4 - z_1)
\end{vmatrix}
\]

where \( \{x_i, y_i, z_i, i = 1,..4\} \) represent the coordinates of the nodes of the tetrahedron [141].

The criterion to decide if the change in local volume is acceptable is discussed below.

![Figure 31: LGVC for edge swapping](image)

A similar procedure is used for the collapsing operation and the volume of the affected region is computed using the faces adjacent to the node being deleted (\( \{M_i^0, M_i^2\} \)) and the location of the node being deleted as the apex of the tetrahedrons. This selection for the apex of the tetrahedrons ensures that we do not need to compute the volume of the affected region before collapsing (since it will always be zero). Figure 32 shows the local mesh configuration before and after collapsing of edge 17 with node 1 being deleted.

The volume, \( V_{\text{aft}} \), of the affected region after collapsing would be:
\[ V_{aft} = \sum_{i=1}^{n} V_i \]  \hspace{1cm} (33)

where \( i = 1 \ldots n \), the number of faces adjacent to the node being deleted \( \{ M_i^0 \{ M^2 \} \} \), and \( V_i \) is the volume of prism computed as described above.

\[ \frac{V_{aft} - V_{bef}}{V^w} \times 100 \]  \hspace{1cm} (34)

where \( V_{bef} \) is the volume of the affected portion of the workpiece boundary before mesh manipulation, \( V_{aft} \) is the volume of the same portion after mesh manipulation and \( V^w \) is the volume of the workpiece before any mesh manipulation. The volume of the
workpiece is the sum of the volumes of each of the tetrahedrons defining the workpiece mesh computed as described above.

For a non-coplanar set of bounding faces, $V_c^I$ is greater than zero. The ideal scenario obviously is to have no volume change but this is not practical since we have to deal with complex forming geometries defined by curved boundaries. Hence, the threshold value for proceeding with the mesh manipulation operation is based on empirical guidelines with the explicit objective of limiting total workpiece volume change. Typically, the preform is designed with about 4% more volume than the desired forging shape to allow for flash [139]. For simulation purposes, this gives a narrow range for allowable total workpiece volume change. With this in mind, a threshold value of 0.1% per operation (swapping/collapsing) has been selected and as shown below, found to yield satisfactory results. The LGVC is applied only when considering a mesh manipulation on the workpiece free surface in order to control the volume change due to the approximation of the free surface ($V_f$ in section 3.4). The nodes in the contact region are always forced to remain in contact with the die geometry and the local volume changes there are due to the changes in local die curvature and unavoidable in order to enforce the relaxed consistency requirements. The efficacy of LGVC as a basis for applying the mesh manipulation is confirmed by small volume change (Figure 33) in the early stages of the disk-forging example (results presented in the next chapter) when only a small portion of the workpiece boundary is in contact with the die.
Figure 33: Volume change for disk-forging process

5.5 Mesh Topology Manipulation Operators

Four different mesh manipulation operations are used to update the workpiece mesh model. These are standard mesh manipulation operations encountered in the mesh generation literature [72]. The mesh manipulation operations used are:

(a) edge collapsing,

(b) edge swapping,

(c) edge splitting, and,

(d) smoothing.

Changes to the workpiece mesh model entail continuous updates to the mesh data structures that store the mesh adjacency information. This is required so that the mesh
data structures reflect the current state of the mesh model. The updates necessary to keep
the adjacency information current, when a topological operation is performed, are
described below. Details of the criteria for performing each of the mesh manipulation
operations are explained in section 5.6. Note that though these operations are standard,
updates to the adjacency information depend on the data structures used. In our case, the
updates are described with reference to the data structures described in Figure 26.

5.5.1 Edge Collapsing

The edge collapsing operation is performed to remove small edges and results in the
deletion of one node, three edges and two faces from the mesh model. Consider the mesh
topology set-up as shown in Figure 34 where the dotted lines indicate the local mesh
topology after collapsing. Assuming that edge 1 is to be collapsed (with node a to be
deleted), the topological modifications needed, explained with reference to Figure 34 and
data structures detailed in Figure 26, are as follows:

1. Node a is deleted.

2. Edges 1, 11 and 3 are deleted and removed from the node->edge adjacency list (edgeList
   array of FE_NODE) of their bounding nodes.

3. Faces A and B, adjacent to edge 1, are deleted and removed from the node-face
   adjacency list (faceList array of FE_NODE) of their bounding nodes.

4. The face->node adjacency information (faceConn array of FE_FACE) for all faces using
   node a, excluding faces A and B, i.e., faces C, D, E, F is updated. Node a in the face-
node adjacency list of these faces is replaced by node $g$. These faces are also added to the node->face adjacency list (faceList array of FE_NODE) for node $g$.

5. The edge->node adjacency information (edgeNodes array of FE_EDGE) for the remaining edges using node $a$, i.e., edges 5, 7, 8 is updated. Node $a$ in the edge->node adjacency list is replaced by node $g$. These edges are also added to the node->edge adjacency list (edgeList array of FE_NODE) for node $g$.

6. The face->edge adjacency information (faceEdges array of FE_FACE) for faces $C$ and $F$ is updated. Deleted edges 3 and 11 are replaced by edges 2 and 12 respectively.

7. The edge->face adjacency information (edgeFaces array of FE_EDGE) for edges 2 and 12 is updated. Faces $C$ and $F$ replace the deleted faces $B$ and $A$ respectively.

8. The deleted faces $A$ and $B$ are removed from the definition of the appropriate model faces (faceList array of the MFACE data structure).

![Figure 34: Mesh topology set-up for edge collapsing](image)
5.5.2 Edge Swapping

In edge swapping, the connectivity of the face is rearranged with the intention of improving element quality. Assuming that edge $c$ in Figure 35 is to be swapped, the connectivity for face $A$ would then be nodes 1, 2, 4 instead of nodes 1, 2, 3. The connectivity for face $B$ would be 1, 4, 3 instead of nodes 2, 4, 3. The topological modifications needed, explained with reference to Figure 35 and the data structures detailed in Figure 26, area as follows:

1. The edge->node adjacency information (edgeNodes array of FE_EDGE) is modified. Identify the two nodes, one from each of the faces $A$ and $B$, which do not use edge $c$. In our case these would be nodes 1 and 4. These two nodes would form the new edge->node adjacency for edge $c$. Replace node 2 with node 1 and node 3 with node 4 in the edge->node adjacency list for edge $c$.

2. The face->node adjacency information (faceConn array of FE_FACE) for faces $A$ and $B$ is updated to reflect the new connectivities.

3. The node->edge adjacency information (edgeList array of FE_NODE) is updated. Edge $c$ is removed from the lists of node 2 and node 3 and added to lists of node 1 and node 4.

4. The node->face adjacency information (faceList array of FE_FACE) is updated. Face $B$ is deleted from the list of node 2 and added to list of node 1. Face $A$ is deleted from the list of node 3 and added to the list of node 4.
5.5.3 Edge Splitting

The edge splitting operation is performed to refine the mesh in the vicinity of long edges and results in the creation of one new node, three new edges and two new elements. The initial location split point (where the edge is split) is the mid-point of the edge. Assuming edge \( b \) in Figure 36 is to be split, the topological modifications needed, explained with reference to Figure 36 and the data structures detailed in Figure 26, area as follows:

1. A new node (FE_NODE data structure) is created to save information for node 5. The coordinates \((nodeCoords)\ array of FE_NODE) are set to the midpoint of edge \( b \).

2. The face->node adjacency information \((faceConn)\ array of FE_FACE)\ for faces \( A \) and \( B \) is updated with node 5 replacing node 4.

3. Two new faces (FE_FACE data structure) are created to save information for faces \( C \) and \( D \). The face->node adjacency information \((faceConn)\ array of FE_FACE)\ is set. These faces are also added to the node->face \((faceList)\ array of FE_NODE)\ information for node 5.
4. The edge->node adjacency (*edgeNodes* array of FE_EDGE) information for edge *b* is updated. Node 4 is replaced by node 5. Edge *b* is added to the node->edge adjacency list (*edgeList* array of FE_NODE) of node 5 and deleted from the list for node 4.

5. Three new edges (FE_EDGE data structure) are created to store information on the new edges adjacent to node 5, i.e., *f*, *g*, *h*. The edge->node (*edgeNodes* array of FE_EDGE) and the edge->face (*edgeFaces* array of FE_EDGE) adjacencies for these new edges are set. The node->edge (*edgeList* array of FE_NODE) information for nodes 5, 1, 3 and 4 is updated to reflect the new edges.

6. The face->edge adjacency information (*faceEdges* array of FE_FACE) for faces *A*, *B*, *C*, and *D* is updated.

7. The new faces *C* and *D* are added to the definition of the appropriate model faces (*faceList* array of the MFACE data structure).

---

**Figure 36: Mesh topology before and after splitting**

### 5.6 Updating the Mesh Model

In this section, we explain how the mesh manipulation operators described in the previous section are used in conjunction with the local geometry variation check to
update the geometry of the deformed workpiece. Since handshaking between the solver and the update procedure is accomplished via a text file containing the results data, the first step in the update procedure is to read the results data from this file. The mesh data for the dies and the workpiece along with information on the boundary conditions (contact, symmetry, pressure, velocity) are read in and the adjacency information generated and stored in data structures described in Figure 26. The mesh information is continuously updated as the mesh manipulation operations are performed.

Node data including the node number, coordinates and contact status are available directly from the results file and stored in the `nodeNumber`, `nodeIds`, and the `contactStatus` elements of the FE_NODE data structure of Figure 26. Similarly, data for each triangular face on the boundary of the workpiece including the element number, its connectivity and information on the boundary conditions applied to the face are available directly from the results file. These are stored in the `faceNumber`, `faceConn`, `numLabels` and `labels` fields respectively of the FE_FACE data structure of Figure 26. Since Antares is not able to directly provide the tetrahedral element using a boundary face, information on all tetrahedral elements is read in. Comparing the connectivities of the tetrahedral elements with the connectivity of the face allows us to identify the tetrahedral element adjacent to a given face. This is then stored in the `adjElem` element of the FE_FACE data structure. Note that tetrahedral element adjacencies are not maintained since they are not needed during workpiece geometry update. The normal to each element face and the aspect ratio measure, $Q_2$, are computed using the node coordinates and stored in the `faceNormal` and `faceFactor` elements of the FE_FACE data structure of Figure 26.
As the element connectivity information is read in, the node->face adjacency is built by adding the face to the *faceList* element of the FE_NODE data structure of Figure 26. To generate the edge related information, we loop over the 3 edges of each of the element faces. The node->edge adjacency list (*edgeList* array) of one of the bounding nodes is evaluated to determine if an edge with the given bounding nodes has already been created. A new edge is created if one with the given edge->node adjacency does not exist. The bounding nodes of the edge under consideration define the elements of the *edgeNodes* array of the FE_EDGE data structure of Figure 26. The new edge is given an *edgeNumber*, which is the current value of the running count of the edges created. The node->edge adjacency for both of the bounding nodes is updated by adding the new edge to the *edgeList* array of their FE_NODE data structure. The bounding face for this edge is added to the first element of the *edgeFaces* array of the FE_EDGE data structure. If an edge with the two bounding nodes exists, the bounding face is added to the second element of the *edgeFaces* array.

Before updating the workpiece mesh model, the dies (stored in the Unigraphics CAD model) need to be translated to reflect the current simulation state. This is accomplished by applying a rigid-body transformation to the die object using the UG/Open API provided by Unigraphics™. The interaction with CAD models for the dies has been discussed in section 4.4.

The workpiece surface mesh is updated by performing collapsing, splitting and swapping operations in a sequence. Collapsing is selected as the first operation to eliminate distorted (long, sliver-like) triangular elements (identified by the aspect ratio measure)
that may be present in the deformed workpiece mesh model. Sliver elements are poor quality elements that have a deleterious effect on the solutions [142]. Also, using another operation to begin the update procedure could potentially result in more poor quality elements on the workpiece boundary. Examples of potential situations are shown with respect to the sliver elements in Figure 37(a). If we were to use edge splitting as the first operation, the resulting local mesh would be as shown in Figure 37(c). If edge swapping is to be used as the first operation, the resulting mesh would first be as shown in Figure 37(b) and then after a subsequent splitting operation be as shown in Figure 37(d). In both cases (Figure 37(c) and Figure 37(d)), there are more sliver elements created. Hence, collapsing is used as the first operation.

**Figure 37: Dealing with sliver elements**

Due to the sequential procedure of the collapsing and splitting operations, we need to be careful in setting the criteria that trigger these operations. Improper selection of the criteria could potentially result in redundant operations such as the one shown in Figure 38. In the initial configuration shown in Figure 38 (a), let us assume that edges $a$ and $b$ are smaller than their desired mesh size. If the desired mesh size is the trigger, collapsing
edge $a$ results in the configuration of Figure 38 (b). The length of edge $b$ will now trigger a splitting operation and result in the configuration of Figure 38(c), which in turn could result in a swapping operation for edges $c$ and $d$. The net result is no change in the workpiece geometry but three redundant operations. The approach used here is to set criteria that would result in a mesh where the edge lengths are within a range around the desired mesh size. The lower bound, termed the minimum edge length defines the minimum threshold for edge length, i.e., edges with length less than minimum edge length are deleted. The upper bound, termed the maximum edge length defines the maximum threshold for edge length, i.e., edges with length more than maximum edge length are split. Both are set as scaled values of the desired mesh size for the edge (the meshSize element of the FE_EDGE data structure). Scaling the desired mesh size allows us to set the values for these bounds based on the local mesh size requirement. The minimum edge length and the maximum edge length must be related in that ($2.0 \times$ minimum edge length) must be greater than the maximum edge length. The values for the scale factors are set to 0.65 and 1.35 for the lower and upper bounds respectively. This is the only set of numbers that gives an equal range (0.35) on either side of the desired mesh size and also satisfies the aforementioned constraint. For example, a value of 0.7 for the scale factor for minimum edge length requires that the scale factor for the minimum edge length is greater than 1.4 resulting in an unequal range around the desired mesh size.

For the element quality, a minimum threshold of 0.1 has been chosen for $Q_2$ in our implementation. Note that the element quality factor will be 1 for an equilateral triangle. The value of 0.1 as the limit was selected by computing the factor (and rounding) for a hypothetical flattened triangle whose largest angle is $160^\circ$ and the other two angles are
$10^\circ$ each. The limiting angle of $160^\circ$ has been selected since Babuska and Aziz [57] have developed mathematical analysis leading to the requirement that the largest angle for triangles should be bounded away from $180^\circ$ in order to maintain theoretical rates of solution convergence.

![Figure 38: Redundant mesh manipulation operations](image)

The procedure for collapsing involves identification of the edge to collapse followed by the local geometry variation check to determine if the local geometry after collapsing will be within acceptable limits of variation. For collapsing and swapping operations, changes to the mesh model are made only if the variation in local geometry is within acceptable limits as defined by the LGVC. The decision to collapse an edge is based on evaluation of the length of the edge and the quality of the elements adjacent to the element. If the edge length or the element quality factor (faceFactor element of the FE_FACE data structure) for either of its adjacent faces is less than desired, the edge is to be collapsed.

The procedure loops through each edge on the workpiece boundary to determine if the length of any of the edges is less than the *minimum edge length* for that edge. Note that
the actual length checks (for collapsing and splitting) compare the \textit{edgeLen} variable of the FE_EDGE data structure for the edge and the square of \textit{minimum/maximum edge length}. The decision on which of the two nodes, of a candidate edge (\textit{node1} and \textit{node2} for our discussion) being evaluated for deletion, is to be deleted is made after checking the node flag (\textit{bcNode} element of the FE_NODE data structure) that indicates if it lies on a mesh surface boundary and the effect of deleting the node on the local geometry. The following scenarios exist:

1. If a node is a corner node (\textit{bcNode} is 2), it cannot be deleted.

2. If the nodes are in contact with different dies, the edge cannot be deleted. Comparing the \textit{contactStatus} flag of each of the nodes allows us to check for this condition.

3. For boundary incident edges (\textit{biEdge} is 2), if \textit{node1} lies on the boundary of a mesh surface (\textit{bcNode} is 1) on which a boundary condition has been defined and \textit{node2} does not (\textit{bcNode} is 0), then only \textit{node2} can be deleted and vice versa.

4. If an edge does not bound any mesh surface (\textit{biEdge} is 0), the node to be deleted is selected based on the results of the LGVC check applied to both the nodes. The node that produces the smaller local change in mesh geometry is deleted.

The procedure for splitting involves identification of edges that are longer than the \textit{maximum edge length} value for that edge or ones that are forced to split (element \textit{forceSplit} of the FE_EDGE data structure is set to 1) as part of mesh refinement requirements (discussed in section 5.7). The procedure loops through each edge on the workpiece boundary to identify candidate edges for splitting. The initial location of the point where an edge is to be split is set as the mid-point of the edge. The mid-point is
used purely to keep the procedure simple and another location (for example, a computed optimal location) could be used, if desired. However, immaterial of the location of the point along the edge to be split, we need to determine its contact status. The split point location may fall in one of the two situations shown in Figure 39:

1. In the scenario illustrated in Figure 39(a), the bounding nodes of the edge being split are in contact with the die.

2. In the scenario illustrated in Figure 39(b), the bounding nodes of the edge being split are not in contact with the die but the location of the split point is inside the die.

We use the classification information for the bounding nodes of the edge being split and the proximity/containment check to deduce the classification information and the final location for the split point. For edges with both nodes \( \{M_i^1, M_i^0\} \) in contact with the same die \( (M_i^0 \cap \partial G) \) as shown in Figure 39(a), the split point is also classified as being in contact with the same die \( (M_i^0 \cap \partial G) \). For edges with one or no contact nodes, the geometric proximity/containment check described in section 4.4.1 is used to determine the proper classification for the split point - if it is inside, outside or on the die. When the split point is inside or on a die, it is classified as being in contact with that die \( (M_i^0 \cap \partial G) \).

The locations of all new nodes classified on a die are altered so as to lie on the die geometry and the \textit{biNode} element of their FE_NODE data structure is set to \text{n}. When the split point is outside the die, the \textit{biNode} element of the FE_NODE data structure is set to \text{0} and the location of the new node is altered to reflect the local curvature of the workpiece. This curvature compensation procedure is explained in section 5.8.
In our implementation, the edge swapping procedure loops through each edge on the workpiece boundary to determine if it is swappable. An edge is swappable if:

1. The two faces adjacent to the edge being swapped (for example, faces A and B in Figure 35 when edge $c$ is to be swapped) belong to the same model face. This ensures that mesh surface boundary edges (with element $biEdge$ of the FE_EDGE data structure set to 1) are not swapped in order to preserve the topological definition of the surface on which a boundary condition has been defined. Note that boundary incident edges (with element $biEdge$ of the FE_EDGE data structure set to 2) can be swapped because its adjacent faces belong to the same mesh surface.

2. The local geometry variation check applied to the current and the as swapped configuration shows local volume changes within the acceptable limits defined in section 5.4. This ensures that swapping does not introduce large changes to the local geometry.

3. Swapping does not introduce artificial flow constraints such as kinks on the workpiece boundary. This is monitored by measuring the dihedral angle between the faces in the

Figure 39: Proper location of split-points

(a) Die interior
(b) Workpiece mesh
before and after configurations. If this change in dihedral angle (computed using the face normal information) is less than a threshold value, the edge can be swapped. This threshold is set to 5° in our case to avoid formation of kinks that could result (more likely with a higher threshold) in artificial defects such as folds/laps.

4. The quality of the affected faces (for example, faces A and B in Figure 35 when edge c is to be swapped), as measured by the element quality factor $Q$, improves after the swapping operation. This constraint is mainly to quantify and use a metric to ensure that the swapping operation improves local mesh quality. Hence, the minimum shape (quality) factor (for the two affected elements) must be higher after swapping.

5.7 Adaptive Mesh Refinement

In chapter 2, the different sources of errors in the simulation were identified and methods for addressing them were discussed. Procedures implemented in this thesis to adaptively refine the discretization on the workpiece boundary and control mesh discretization and geometric approximation errors are discussed in this section. Since geometry update is facilitated by the mesh manipulation operations described in the previous section, procedures to identify regions for mesh refinement are invoked right after the mesh model for the deformed workpiece is loaded into the data structures. Mesh refinement is achieved by forcing the appropriate finite element edges to split. This is accomplished by setting the $forceSplit$ flag of the FE_EDGE data structure for the edge to 1. The length-based checks are ignored for this edge, thus resulting in a finer discretization in the vicinity of this edge. Procedures used to identify regions for mesh refinement (edges to be flagged) are described below.
5.7.1 Controlling Mesh Discretization Errors

An error indicator, based on inter-element jumps in effective strain rate, is used to identify regions for mesh refinement. Since errors are related to dissatisfaction of the governing equations and boundary conditions [104], the inter-element jump is a dissatisfaction of the governing equation (equilibrium, in our case) and contributes to the error. In the case of linear tetrahedral elements, the second derivative of the functions used in the approximation is identically zero. Hence, the inter-element jumps become the error contributors when there are no body forces [103, 105]. As illustrated in chapter 2, the strain rate provides a snapshot of the workpiece deformation at the time of the remesh and hence, is a useful indicator of the regions likely to undergo further deformation. The solution error indicator for a linear displacement tetrahedral element $i$, $E_i$, is measured as the inter-element jump:

$$E_i = \max_{j=1,\ldots,N} \left| \varepsilon_i^P - \varepsilon_j^P \right|$$

(35)

where $\varepsilon_i^P$ is the effective plastic strain rate for element $i$ and $N$ is the number of adjacent tetrahedral elements (4 for an interior element).

It is common to see a fairly large range for the strain rates and for the inter-element jumps as the workpiece undergoes deformation. The reason for this is that in a typical forming process involving complex shapes, a very small region of the workpiece is undergoing deformation at any given time. A typical situation is illustrated in Figure 40 showing the strain rate distribution (for a hammer forging operation) in the workpiece that needs remeshing (values from 0 to 72). To accommodate the large range of strain...
rate jumps typically seen in forming analysis, the median value of the jumps is used as a threshold to indicate the regions for mesh refinement. The median value of the jumps is computed as:

\[ E_{\text{med}} = \left( E_{\text{max}} + E_{\text{min}} \right) \times 0.5 \]  \hspace{1cm} (36)

where \( E_{\text{max}} \) is the maximum value and \( E_{\text{min}} \) is the minimum value of the strain rate jumps across all the tetrahedral elements in the model. Elements, where the jump is greater than the median \( E_i \geq E_{\text{med}} \), are flagged for refinement.

To identify regions for refinement on the workpiece boundary, we first construct the list of adjacent elements (to each tetrahedral element) from element connectivity information. Using the element adjacency information, the maximum jump in strain rate across each element, \( E_i \), is computed as suggested in equation (35). For the set of inter-element jumps, the median value, \( E_{\text{med}} \), is computed as suggested in equation (36). Elements where the jump is greater than the median \( E_i \geq E_{\text{med}} \) are candidates for refinement. Let this set of elements be denoted \( R \) (for refinement set). As noted earlier, only the discretization on the workpiece boundary is refined because interior refine points cannot be specified as input to the version of the MeshCAST™ [8, 9] mesh generator that comes with the Antares™ system. This is a limitation that should be removed for construction of complete adaptive control. Hence, we loop over the faces on the workpiece boundary to determine if any of the elements in \( R \) are adjacent to any of the boundary faces. Checking if the \textit{adjElem} element of the FE_FACE data structure for the face is in \( R \) allows us to confirm this. If the \textit{adjElem} element is in \( R \), the \textit{forceSplit} flag for the edges
bounding this face (faceEdges elements of the FE_FACE data structure) is set to 1, thus forcing mesh refinement.

In the current implementation, we have refrained from coarsening the mesh mainly because we have not implemented safeguards to prevent coarsening of the region that is in close proximity of a die (and is likely to come in contact). Coarsening in these regions could result in a less accurate capture of material flow around the die boundary once contact is developed. Contact regions are not coarsened since a poor approximation of the contact region can result in an inaccurate computation of forming loads. Also, the evolving nature of the forming problems could potentially result in situations where the contact surface (at the time of remeshing) will not remain a contact surface as the process progresses, resulting, potentially, in a less accurate capture of material flow as the simulation progresses. Figure 40 shows the strain rate distribution in the workpiece at an intermediate stage of a valve forging process and Figure 41 shows the new mesh with adaptively refined regions. Full simulation results using this approach to be presented in chapter 6 demonstrate that this provides useful guidance to identify regions for mesh refinement.
Figure 40: Strain rate distribution in the workpiece

Figure 41: Mesh refinement in (red) regions of high strain rate
5.7.2 Controlling Geometric Approximation Errors

Different approaches to control geometric approximation errors were discussed in chapter 2. The previous chapter discussed the details of using the true geometry of the die and the die overlap monitoring procedure to control these errors during the analysis. Additional procedures have been implemented to control these errors during workpiece geometry update. These include (i) a procedure to refine the mesh due to die overlap, (ii) a look-ahead mesh refinement procedure to refine the mesh on the free portion of the workpiece boundary that is in close proximity to a die, and, (iii) a free-surface compensation algorithm to reposition new nodes generated on the workpiece free surface based on local $C^1$ surfaces created to capture the local curvature of the deformed workpiece geometry.

To control geometric approximation errors due to die overlap, the procedure described in section 4.4.2 is used again during geometry update. The procedure loops over all edges on the workpiece boundary to identify ones with bounding nodes in contact with the same die (element contactStatus of the FE_NODE data structure). The same threshold value is also used here to determine if any of these edges is to be split. To recap, we check if the mid-point of a contact edge is inside the die by a distance greater than 0.29 times the value for the average mesh size specified by the user (Figure 23 in section 4.4.2). If the mid-point of the contact edge is inside the die by more than this threshold distance, the finite element edge is forced to split. This is accomplished by setting the forceSplit flag of the FE_EDGE data structure to 1.
A schematic illustration of the “look-ahead” mesh refinement procedure is shown in Figure 42. The central theme is to refine the mesh in regions that are likely to come in contact with the die. The first set of candidate edges (that will be forced to split), \( R_c \), consists of the ones in the immediate vicinity of the current contact regions. These are edges that have one of its nodes in contact with a die (contactStatus flag of one of the nodes is non-zero). We then build a second list of edges, \( R_v \), that are in close vicinity of the die, with “close vicinity” being defined as a scale factor, \( f_v \), times the average mesh size specified for the problem. Obviously, the value of \( f_v \) used will control the refinement area. A value of 3 has been selected for \( f_v \) and found to give satisfactory results as measured by the volume change due to the approximation of the free surface (\( V_f \) in section 3.4). Figure 33 shows the small volume change in the early stages of the disk-forging example when only a small portion of the workpiece boundary is in contact with the die. The mid-point of each edge on the free surface (both bounding nodes have contactStatus of zero), is subjected to the geometric proximity check defined in section 4.4.1. If the minimum distance to a die, \( d \), is less than the threshold, the edge is added to \( R_v \). The forceSplit flag for the edges in \( R_c \) and \( R_v \) are set to 1. Refinement due to the look-ahead algorithm is explained for a valve-forging problem with reference to Figure 43 and Figure 44. In order to illustrate the impact of the “look-ahead” algorithm, the simulation is started and the workpiece is forced to remesh after one small time step. Figure 43 shows the initial setup for the problem and identifies the regions where the die is in contact with the workpiece when the simulation begins. Figure 44 shows the workpiece mesh after remeshing and identifies the regions where the free surface has been refined because of proximity to the die.
Figure 42: Schematic illustration of the “look-ahead” algorithm

Figure 43: Die-workpiece setup at start of the valve forging simulation
5.8 Free Surface Curvature Compensation

Published literature [38-50] as well as commercial codes [8-12] for 3-D modeling of forming problems do not address the issue of relocating new nodes, that may be generated on the workpiece boundary during remeshing, to reflect the discretization of a smooth boundary. This issue is addressed to some extent in published literature on subdivision surfaces [143, 144] developed specifically with computer graphics applications in mind [145]. Subdivision defines a smooth curve or surface as the limit of a sequence of successive refinements [143, 144]. The refinement (for surfaces) is obtained by splitting each triangle into four according to a particular subdivision rule. In the present work, an alternative approach, termed as free surface curvature compensation, has been developed and implemented.
The new nodes generated during the splitting operation are initially located on the mid-
point of the edge being split. New nodes classified on the die geometry are relocated on
the die boundary as described earlier. New nodes created on the free portion of the
workpiece present a different challenge since we do not have a proper curved geometric
representation of the workpiece. Leaving the new node at the mid-point does not reflect
any surface curvature. This is illustrated for a 2-D case in Figure 45 where node \( f \) is
created at the mid-point of edge \( bc \). The free surface compensation procedure adjusts the
location of the nodes that lie on the free surface of the workpiece to reflect the
discretization of a smooth surface by building a local geometric representation, \( G_L \), of the
workpiece boundary using the mesh geometry/topology adjacency data for the edge being
split. The local geometric representation, \( G_L \), consists of curves/surfaces constructed
using the locations of nodes adjacent to the bounding nodes of the edge being split.
Building a local geometric representation at both the end points of the edge being split
allows us to approximate the variation in local curvature of the workpiece boundary. The
new location of the node being created can then be obtained by projecting the original
location of the split point (mid-point of the edge) on to \( G_L \).

Figure 45: A piecewise local \( C^1 \) fit for free surface compensation in 2-D
The geometric representation $G_i^l$, created at each of the bounding nodes of the edge being split, is a *local piecewise $C^1$ curve/surface* fit. The actual curves and surfaces created are *standard* parametric curves and surfaces of degree 2. The algebraic form of a parametric quadratic curve segment is given by the polynomials [126, 127]:

\[
\begin{align*}
    x(u) &= a_{2x}u^2 + a_{1x}u + a_{0x} \\
    y(u) &= a_{2y}u^2 + a_{1y}u + a_{0y} \\
    z(u) &= a_{2z}u^2 + a_{1z}u + a_{0z}
\end{align*}
\]

(35)

where the parameter $u$ is constrained to the interval $\in [0, 1]$. A unique set of 9 constant coefficients $(a_{ix}, a_{iy}, a_{iz}, i=1,2,3)$ called algebraic coefficients determines a unique quadratic curve. Parametric bi-quadratic surfaces are a generalization of the parametric quadratic curves. The $C^1$ surface is a patch or a curve-bounded collection of points whose coordinates are given by continuous, two parameter, single-valued mathematical functions [126, 127]. The algebraic form of the bi-quadratic surface is given by [126]:

\[
p(u,w) = \sum_{i=0}^{2} \sum_{j=0}^{2} a_{ij} u^i w^j
\]

(36)

The parametric variables $(u,w)$ are constrained to the interval $u, w \in [0, 1]$. The $a_{ij}$ vectors are the algebraic coefficients of the surface. The reason for the term bi-quadratic is that both parametric variables can be quadratic terms. The UG/Open API [13, 14] provides the necessary functionality to create/query these $C^1$ curves and surface.
The procedure to create a local $C^1$ curve is now described with reference to Figure 45. Let us assume that edge $bc$ is to be split. The initial location of the new node, $f$, would be the mid-point of edge $bc$. Before creating the curves, we identify nodes adjacent to the bounding nodes of the edge being split, i.e., nodes adjacent to $b$ and $c$ but not belonging to edge $bc$. In this case, node $a$ is adjacent to node $b$ and node $d$ is adjacent to node $c$. The first quadratic curve, $c_1$, is fit through points $a$, $b$ and $c$ while the second quadratic curve, $c_2$, is fit through points $b$, $c$ and $d$. The curvature compensated location of the new node, $f_n$ (in Figure 46), can then be obtained by projecting the mid-point of edge $bc$ onto $G_1$, i.e., the two curves $c_1$ and $c_2$. One possibility, for the sake of simplicity, could be to use an average of the projections as the curvature compensated location, i.e.,

$$
\tilde{X} = \frac{\sum_{i=1}^{2} \tilde{X}_i}{2}
$$

(34)
where $\tilde{X}_{i}$ is the projected location of the split point on $G^i_1$ and $\tilde{X}$ is the final curvature compensated location for the split point. The new local mesh configuration (in dashed lines) is illustrated in Figure 46.

The Unigraphics [13, 14] option to create a bi-quadratic surface through three curves is used in this implementation and the procedure is described with reference to Figure 47. In order to capture the local curvature, one of the curves has to pass through the node at which the surface is being built and is termed as the spine curve. The other two curves are called boundary curves. In essence, the three curves represent the surface cross-sections. Procedural details for creating a surface using this method are given below.

Consider the case of the coarse mesh on the boundary of the sphere in Figure 47 where edge $ab$ is to be split at point $p$. We now identify the two sets of finite element faces adjacent to nodes $a$ and $b$, $\{M^0_1, M^2\}$. These are obtained from the node->face adjacency information stored in the `faceList` array of the FE_NODE data structures for nodes $a$ and $b$. In this example, the two sets represented by face connectivity are $\{acd, ade, aef, afb, abc\}$ and $\{baf, bfg, bgd, bhi, bic, bca\}$ respectively. The procedure for creating a $C^1$ surface, $S_1$, at node $a$ is as follows:

1. Identify the set of nodes that bound the region defined by the above set of faces. The sequence is built using the node->face adjacency information $\{M^0_1, M^2\}$ in the `faceList` array of the FE_NODE data structure for node $a$. For each face in this list, the nodes, other than node $a$, adjacent to the face are identified. This information is obtained from the face->node adjacencies $\{M^2_1, M^0\}$ contained in the `faceConn`
elements of the FE_FACE data structure and only the first occurrence of a node is
added to the set. The ordering of the element connectivities allows us to properly
sequence the nodes. So, we first add nodes $c$ and $d$, from the first face in the face
adjacency list, i.e. face $acd$, to the set. Then we identify the face adjacent to edge $ad$
that is not face $acd$. In this example, it is face $ade$. From the face->node adjacency
information for this face, the node $e$ is added to the node set. The procedure is
necessary since the faces in the $faceList$ array are not ordered in any specific manner
procedure and is repeated until all the nodes that bound the region have been
identified. In Figure 47, the nodes that bound the region to be defined by $S_1$ are \{c, d, e, f, b\}.

2. Next, we identify the nodes to be used to define the spine curve, $c_s$. From the
bounding node set \{c, d, e, f, b\}, the best set of points for construction of the spine
curve of the surface is determined. Since the spine curve must pass through node $a$,
selecting the other two points that are closest to being diametrically opposite to each
other (from node $a$) will provide the best local representation. Since this is a 3-D
representation, we cannot compute angles between the different edges directly.
Instead, we calculate and compare angles between successive edges adjacent to node
$a$ to find the two edges that subtend an angle closest to $180^\circ$. So, in this case, we
compute angles between edges $ac$ and $ad$, edges $ad$ and $ae$, edges $ae$ and $af$, edges $af$
and $ab$ and finally edges $ab$ and $ac$. The angle between two edges is obtained by
traversing in sequence, i.e., the angle between edge $ac$ and edge $ae$ is the sum of the
angle between edges $ac$ and $ad$ and edges $ad$ and $ae$. In Figure 47, edges $ab$ and $ad$
represent the set that subtends an angle closest to $180^\circ$. So, the spine curve would be
defined through nodes \{d, a, b\}, with node d as the first since it occurs first in the bounding node set.

3. Next, we identify the sequence of nodes to define the boundary curves. These are obtained from the bounding node set \{c, d, e, f, b\}. Since the spine curve is defined by nodes \{d, a, b\}, the nodes defining the first boundary curve, \(c_1\), are obtained by traversing forward in the bounding node set from node d to node b. The nodes for the second boundary curve, \(c_2\), are obtained by traversing backward in the bounding node set from node d to node b. This procedure ensures that the curves are oriented identically (parametric directions). In our example, the boundary curves are to be generated from nodes \{d, e, f, b\} and \{b, c, d\}.

4. Generate the three \(C^1\) curves passing through \{d, e, f, b\}, \{b, a, d\} and \{b, c, d\}.

5. Generate a \(C^1\) surface through these 3 curves. Providing the proper order of the curves is important in that it defines the parameterization of the surface generated.

The order used is \{\(c_1\), \(c_s\), \(c_2\)\}.

The procedure described above is repeated for node b resulting in the creation of surface \(S_2\) as shown in Figure 47. The final location of the split point, p, is the average of the projection of its initial location (mid-point of the edge \(ab\)) onto surfaces \(S_1\) and \(S_2\). The geometric proximity check defined in the previous chapter is used to compute the projections.
Depending on the local geometry, it may be necessary to use only a local curve fit (instead of a surface fit) as the local geometric representation. The angle between faces adjacent to the edge being split, $e$, is used to decide the type of local geometric representation to be constructed. The central idea here is to identify edges that can be considered feature edges, i.e., edges that bound geometric features as shown in Figure 51. A surface fit near feature edges may not capture the local curvature well. The option of using a curve fit for the edges classified on the boundary of model faces $\left(\{M_1^1, M_1^c, \partial W G_i^2\}\right)$ is not used since the general case of feature edges occurring inside a model face is not handled with this procedure. Two such situations are frequently encountered and need to be anticipated by the geometry update and remeshing procedure in the modeling of metal forming problems. Firstly, surface features such as folds/laps...
may form on the workpiece free surface during the forming process. Secondly, the
definition of the free surface itself may contain feature edges. For example, in Figure 29,
the definition of model face \( D \) representing the free surface also includes the set of
element faces on the plane directly opposite (but hidden in the figure) model face \( A \)
representing a symmetry surface. If the faces adjacent to \( e_s \) (elements of the edgeFaces
array for the FE_EDGE data structure for \( e_s \)) are coplanar, there is no need for applying
curvature compensation. The angle between faces is computed using the face normal
information stored in the faceNormal array for the FE_FACE data structure for the
adjacent faces. To account for rounding errors, a tolerance of 0.001 degrees is used, i.e.,
if the angle between adjacent faces is less than 0.001, no compensation is applied. If the
angle is greater than the tolerance, we need to decide if this edge can be considered a
feature edge. An edge is considered to be a feature edge if the angle between its adjacent
faces is more than \( 45^\circ \). This feature edge angle tolerance of \( 45^\circ \) has been selected based
on our experience with typical 3-D modeling scenarios where quarter or one-eighth
symmetry models may be analyzed which would result in angles between symmetry
surfaces of \( 90^\circ \) and \( 45^\circ \) respectively. The following two scenarios exist for \( e_s \):

1. If \( e_s \) is not a feature edge, a \( C^1 \) surface is constructed at both its end points as
described above. This represents a situation with no shape/feature related constraints
and hence, the surface fit is used to approximate the local variation in curvature. The
procedure described above is used to generate this representation.

2. If \( e_s \) is a feature edge, a \( C^1 \) curve is constructed at both its end points as described
above. This represents a situation with shape/feature related constraints and hence,
the curve fit is used to approximate the local variation in curvature. In order to
determine the adjacent points to be used for curve fitting, the procedure similar to the
one used to identify points for the spine curve is used. For example, if edge \(ab\) in
Figure 47 was a feature edge, steps 1 and 2 of the surface generation procedure would
be applied to the two sets of finite element faces adjacent to nodes \(a\) and \(b\). These
adjacent faces are obtained from the node->face adjacency information stored in the
\textit{faceList} array of the FE_NODE data structures for nodes \(a\) and \(b\). In this example,
the two sets represented by face connectivity are \{\textit{acd}, \textit{ade}, \textit{aef}, \textit{afb}, \textit{abc}\} and \{\textit{baf},
\textit{bfg}, \textit{bgh}, \textit{bhi}, \textit{bic}, \textit{bca}\} respectively. The procedure would result in the identification
of nodes \(d\) and \(h\) and thus sets \{\textit{d, a, b}\} and \{\textit{h, b, a}\} to generate the two quadratic
curves. Figure 51 illustrates the presence of feature edges and curvature
compensation applied to new nodes generated on curved portion of the object.

The effect of applying this procedure is demonstrated for the coarse initial discretization
of the sphere (of diameter 20 in.) in Figure 48. In this example, the entire boundary is
treated as a free surface and hence, free surface compensation is applied to all nodes on
the boundary. This has been done to evaluate the effectiveness of the procedure under
ideal conditions. The volume enclosed by the coarse mesh is 3816.38 cu. in. as compared
to the theoretical volume of 4188.79 cu. in for the sphere. The coarse discretization on
the sphere was generated using a commercial mesh generator, MSC-Patran\textsuperscript{TM} version
2000r2 \cite{146} with a mesh size of 5.0 in. The new mesh, for a mesh size of 2.5 in., after
application of mesh manipulation operations and curvature compensation is shown in
Figure 48. The volume enclosed by the new mesh is 4107.27 cu. in. with an average
compensation of 0.19 in. for the 313 new nodes generated on the workpiece boundary.
To compare the effectiveness of this procedure, the sphere was also meshed in MSC-Patran™ where for a mesh size of 2.5 in., the volume enclosed by the mesh was 4098.93 cu. in. The convergence of the sphere volumes, from the curvature compensation procedure described here and from MSC-Patran™, towards the theoretical volume is demonstrated in Figure 49. Note that the big jump in the volume (from 3816.39 to 3995.03 cu. in.) in the first remeshing (for a mesh size of 4.5 in.) with the curvature compensation procedure is to be expected since all edges more than 5 in. in length are split. One of the limitations of the update procedure is its ability to generate good quality elements as we transition from a very coarse mesh (initial mesh size of 5.0 in.) to a very fine mesh (final mesh size of 0.5 in.). This issue is described further in section 5.10 and is the main reason for the difference in volume of about 0.5% for a mesh size of 0.5 in. where the mesh from this procedure results in a volume of 4161.01 cu. in. and the mesh from MSC-Patran™ results in a volume of 4185.00 cu. in. A much better correlation of the sphere volumes from the update procedure and from MSC-Patran™ is observed when the coarse mesh on the sphere is generated using a mesh size of 2.5 in. instead of 5.0 in. The convergence of the sphere volume in this case is illustrated in Figure 50. In this case, the sphere volume using the curvature compensation procedure for a mesh size of 0.5 in. is 4184.06 cu. in. as compared to a volume of 4185.00 cu. in. from MSC-Patran™ and true volume of the sphere of 4188.79 cu. in.

Note that the volume of the mesh from a mesh generator such as MSC-PATRAN™ will converge to the exact value in the limit because the procedure has explicit knowledge of the underlying geometry of the object. On the other hand, the curvature compensation procedure described here has no prior knowledge of the object geometry and hence,
cannot be expected to provide a mesh whose volume converges to the exact value in the limit. This procedure has been developed specifically for use in the analysis of evolving geometry problems where geometry information is not available during remeshing but the new discretization must reflect the physical reality of a smooth boundary.

Results for another test case to illustrate refinement along curved portions of the object boundary are shown in Figure 51. The theoretical volume is 2888.83 cu. in and the volume computed from the initial mesh of 4.0 in. is 2845.77 cu. in. The volume, with a mesh size of 2.0 in., of the remeshed object in Figure 51 is 2870.35 cu. in. The efficacy of free surface compensation procedure for arbitrary geometries is confirmed by small volume change (Figure 33) in the early stages of the disk-forging example when only a small portion of the workpiece boundary is in contact with the die. Simulation results applying this procedure to modeling of forming problems are given in the next chapter.

![Coarse mesh and Curvature compensated mesh](image)

Figure 48: Curvature compensation on a sphere
Figure 49: Sphere volume change with initial mesh size of 5.0 inches

Figure 50: Sphere volume change with initial mesh size of 2.5 inches
**5.9 Discretization of the Updated Workpiece**

Using the procedure described in this chapter so far, the updated representation of the boundary of the workpiece is obtained. However, for the continuation of the analysis, we need to fill the workpiece volume with 4-node tetrahedrons and prepare the required input information. In our case, the Antares™ solver is to be provided with the following information:

1. Mesh model information: This includes the coordinates of all the nodes and connectivity information for all of the tetrahedral elements representing the new mesh.
2. Boundary condition information: This includes providing the *mesh surface* information (list of elements on which a boundary condition is defined) identified by names and contact status information.

Note that the history dependent solution parameters are not provided since the Antares [8, 9] solver interpolates the parameters from the deformed to the remeshed workpiece geometries before proceeding with further analysis.

Once the workpiece boundary is defined by valid 3-node triangles after geometry update, the volume of the workpiece can be filled with tetrahedral elements by an automatic mesh generator. The MeshCAST™ [8, 9] automatic mesh generator is used to fill the workpiece volume with tetrahedral elements. It is to be noted that another automatic mesh generator could easily be used provided it is able to generate a tetrahedral mesh for the deformed workpiece using boundary representation provided in the form of 3-node triangles.

The data structures of Figure 26 and Figure 27 are key to consistent transfer of boundary conditions. These data structures are constantly updated during the geometry update process. The model faces identify the *mesh surfaces* on which boundary conditions are defined. The contact status of a node is available from the *contactStatus* element of the FE_NODE data structure. The volume mesh and the boundary condition information maintained through the geometry update procedure are used to construct the input files for continuation of the analysis.
5.10 Limitations of the Geometry Update Procedure

The geometry update procedure discussed in this chapter presents a method to update the workpiece geometry and generate a new mesh representation to continue the analysis. Limitations to this implementation include:

1. **Mesh adaptation:** Gradation or transition of the workpiece meshes from a coarse mesh to a fine mesh and vice versa, especially on the workpiece free surface, could be a potential problem encountered with the use of this approach. Figure 52(b) shows the degradation in element quality when the element configuration of Figure 52(a) is remeshed with two edge splits. The fundamental reason for this is that the updated boundary (mesh) for the workpiece is obtained by applying a set of mesh manipulation operations on the mesh representation of the deformed workpiece and not by building a geometric representation and then discretizing that representation. Hence, the transitioning cannot be enforced over a wider region which would likely help in improving element shapes. For example, in this procedure, the nodes on the free surface of the deformed workpiece are fixed since these are locations obtained from analysis results. When there are sudden, large changes in mesh size requirements on the free portion of the workpiece boundary (either user specified or based on the indications of the adaptive mesh refinement algorithm), these known locations can act as constraints and affect element quality (if the procedure is to maintain mesh size requirements). The impact of this limitation is seen in the volume convergence pattern of Figure 49 where the volume from the update procedure is closer to the theoretical volume than the volume of the mesh generated in MSC-
Patran™ till a mesh size of 2.0 in. However, when the required mesh size is reduced further, the volume from the update procedure lags the volume of the mesh generated in MSC-Patran™. To overcome this limitation, improved mesh control procedures are needed to handle regions with sudden transitions in mesh size. The current approach is to limit the variation in mesh sizes and require that the user provide an initial mesh for the workpiece that does not contain a large variation in mesh sizes in different regions of the workpiece. This requirement may necessitate putting more elements to define the workpiece, but any affect on CPU time is more than offset by the savings achieved by elimination of manual remeshing.

**Figure 52: Effect of large changes in mesh size on element quality**

2. **Definition of the workpiece boundary**: The procedure used is applicable only when the boundary of the workpiece is defined by straight-edged triangles. For example, if the workpiece were to be defined by hexahedral elements, its boundary would be represented by quadrilateral elements. If the workpiece were to be defined by 10 node tetrahedral elements, its boundary would be represented by 6 node triangles. In both of these cases, the procedure cannot be used as described and the geometry update procedure may need significant changes.
3. **Full remeshing of workpiece:** Even though the deformed workpiece model may contain only a few distorted elements most likely in the vicinity of the boundary, the entire workpiece boundary is updated and the volume re-discretized. This imposes a need for transferring solution data from the deformed mesh onto the new mesh representing the workpiece, an interpolation process that is a potential source of errors as explained in section 2.4 of chapter 2. To avoid accumulation of rezoning errors, it may be beneficial to develop algorithms that focus on a local remesh in regions of element distortion. This may result in some improvement to the solution accuracy as well as a potential reduction in CPU time.

4. **Adaptive remeshing:** The adaptive remeshing procedure implemented only refines the mesh on the workpiece boundary and ignores the fact that there may be regions in the interior of the workpiece that may need refinement. Though the error indicator is already capable of identifying interior regions for refinement, a different volume mesh generator, capable of using this information to refine the interior mesh, is needed.
Chapter 6

RESULTS FROM THE AUTOMATED MODELING SYSTEM

There are several issues that determine the accuracy of the overall finite element solution as compared to the actual forming process. Theoretical considerations related to the finite element formulation, modeling of material constitutive behavior, friction, accuracy of data transfer across remeshes, and volume preservation during analysis, etc. will impact simulation accuracy. In addition, the ability of the geometry update procedure to provide a new mesh for the deformed workpiece while (i) maintaining total workpiece volume and its distribution, and, (ii) effectively transferring analysis attributes necessary to continue the analysis plays a significant role in the overall accuracy of the simulation.

This chapter discusses simulation results from the system, specifically concentrating on central research focus of this thesis - the geometry update and remeshing procedure. We will first demonstrate the impact of the special procedures developed for (i) controlling geometric approximation and mesh discretization errors, and (ii) curvature compensation on the workpiece free surface. Later, full simulation results, performed using all error control procedures and curvature compensation, are presented for two forming processes.

6.1 Impact of Procedures to Control Simulation Errors

The error control procedures used to improve simulation accuracy include procedures for adaptive mesh refinement, die-overlap monitoring, look-ahead mesh refinement, and
curvature compensation of new nodes on the workpiece free surface. In order to facilitate evaluation of the impact of these error control procedures, process simulations have been run for a valve body forging with and without each of the error control procedures. The first simulation was run with no controls, i.e., no die-overlap monitoring during analysis and refinement based on this procedure during geometry update, no look-ahead and adaptive mesh refinement and curvature compensation during geometry update. This procedure would give us the set of baseline results with which the results from the second simulation, run with the specific error control measure being monitored, can be compared. The starting configuration for the valve body forging process is shown in Figure 53.

6.1.1 Adaptive Mesh Refinement

The procedure to control discretization errors refines the mesh based on jumps in element strain rates. Refining in regions based on jumps in strain rates allows us to hone in on regions of action (at the time of remeshing), thus enabling the capture of surface defects such as laps/folds. To evaluate the effectiveness of the strain rate based error indicator, jumps in element strain rates are plotted before and after a remesh. The expectation would be that the jumps in strain rate would be smaller in the regions that were refined using the error indicator to guide mesh refinement. Since there is no way in Antares™ to get interpolated strain rate values for the remeshed workpiece without continuing the analysis, the simulation is continued with the new mesh for a small time step. For the present example, the first remesh was needed at a die stroke of 24%. The deformed workpiece geometry at 24% die stroke is shown in Figure 55 along with its strain rate
distribution. The corresponding jumps in element strain rates for this configuration are shown in Figure 56. The maximum strain rate jump is 18.082 and the minimum jump is 0.0 giving a median jump of 9.041. The error indicator identifies regions with jumps more than this median value for refinement. The remeshed workpiece is shown in Figure 56. The distribution of jumps in element strain rates on the new mesh, after a small time step, is shown in Figure 57. Note that the region of high strain rate jumps has shifted (since the results are not for the same time value) and the jumps in strain rates, in regions that were refined, have gone from a high of 18 before remeshing to between 1.0 and 5.0.

Since this procedure typically results in more elements in regions of deformation, it also has an impact on controlling workpiece volume during the simulation. The variation in workpiece volume for the two cases is shown in Figure 58. In the simulation where no controls are used, the workpiece lost 3.29% at the end of die stroke compared to 2.29% for the case when all controls were used, a difference of 30.39%. More importantly, the difference is pronounced till around 75% of stroke when material is just beginning to flash out. At a die stroke of 75%, the volume loss is 0.84% compared to 0.21%, a reduction of 75% due to use of the adaptive mesh refinement procedures. The spike in volume loss is due to the sharp transitions in die geometry in the flash region. In this case, the use of monitoring die overlap would trigger a remesh much each earlier resulting in better control over volume loss.
Figure 53: Initial configuration for the valve-forging problem

Figure 54: Deformed workpiece at 24% die-stroke (1\textsuperscript{st} remesh)
Figure 55: Jumps in strain rates at 24% die stroke

Figure 56: Strain rate based adaptive refinement of workpiece mesh
Figure 57: Strain rate jumps after remeshing (at 24% stroke)

![Strain rate jumps after remeshing](image)

**Workpiece Volume Change**

- No Error Controls
- With Adaptive Mesh Refinement

![Workpiece Volume Change](image)

Figure 58: Impact of adaptive mesh refinement on workpiece volume
Use of the adaptive mesh refinement procedure also resulted in better prediction of die loads. Results (load-stroke curve) from simulations for an average mesh size of 0.40 inches for the cases with no error controls and only adaptive mesh refinement are shown in Figure 59 along with the load-stroke curve from a simulation run with no error controls and a mesh size requirement of 0.25 inches. At the end of die-stroke, the simulation predicted a die load of 282.15 Kips for the case with a mesh size of 0.40 inches and no controls, as compared to a load prediction of 314.68 Kips for the case with adaptive mesh refinement (a difference of 11.53%). The load at the end of die stroke was 386.25 Kips for the case with a mesh size of 0.25 inches and no error controls. The results for the final 5% of the stroke when the loads typically spike up as the material flashes out and the die cavities fill, are shown in Figure 59.

![Load Stroke Curves](image)

**Figure 59: Load-stroke variation with adaptive mesh refinement**
6.1.2 Die-Overlap Monitoring

The die-overlap monitoring procedure is implemented in the solver and also in the geometry update procedure. In the solver, a remesh is triggered when midpoints of contact edges have penetrated the die by more than a threshold distance of 0.29 times the average mesh size specified by the user for the problem. The geometry update procedure then splits these edges. The premise here has been that triggering a remesh would result in reducing workpiece volume loss during the simulation occurring due to the need to enforce consistency.

To evaluate the impact of this procedure, simulations were run with and without this control for two separate mesh sizes. The first case was with an average mesh size of 0.25 inches and the second was with an average mesh size of 0.40 inches. For the simulation
with a mesh size of 0.25 inches, the first remesh is triggered at a die stroke of 17% compared to a die stroke of 22% for the case with no error controls. For the simulation with a mesh size of 0.40 inches, the first remesh is triggered at a die stroke of 13% compared to a die stroke of 35% for the case with no error controls. As can be seen in the two charts for workpiece volume change in Figure 61 and Figure 62, the workpiece loses less volume at the end of the simulation when die-overlap monitoring is used compared to the case when no error controls are used. The workpiece volume at the end of simulation for a mesh size of 0.25 inches was 3.29% with no error controls compared to 2.30% when die-overlap monitoring was used, a difference of 30.09%. For a mesh size of 0.4 inches, the volume loss at the end of the simulation was 7.68% with no error controls and 4.42% when die-overlap monitoring was used, a difference of 42.45%.

![Workpiece Volume Change (mesh size = 0.25)](image)

**Figure 61:** Workpiece volume change (mesh size = 0.25) – overlap monitoring
6.1.3 Look-Ahead Mesh Refinement

The look-ahead mesh refinement procedure is implemented in the geometry update procedure and refines the mesh on the free surface of the workpiece that is in close proximity of the die. The premise here has been that this refinement would result in better representation of die-workpiece contact as the workpiece geometry evolves during the process and reduce workpiece volume loss by anticipating contact and avoiding situations that may potentially result in significant die-overlap.

Once again, simulations of the valve body forging process were run with mesh size requirements of 0.25 inches and 0.4 inches respectively with only look-ahead mesh refinement. The variation in workpiece volume as the simulation progresses for the two
cases is shown in Figure 63 and Figure 64. For the case with a mesh size of 0.25 inches, the initial impact of the look-ahead mesh refinement procedure is not noticeable due to the nature of the contact geometry. The initial contact with the die is in locations that do not have sharp transitions. However, as the simulation progresses and contact ensues with regions of sharp transitions, the effect of the look-ahead refinement is evident in the resulting lower volume loss. In this case, at the end of die stroke, the workpiece lost 2.53% compared to a volume loss of 3.29% for the case without any error control procedures, a difference of 23.10%. For a mesh size of 0.4 inches, the look-ahead mesh refinement results in a better representation of the die-workpiece contact after the first remesh and throughout the simulation. The workpiece lost 5.30% with look-ahead mesh refinement compared to 7.68% with no error-controls, a difference of 30.98%.

![Workpiece Volume Change (mesh size = 0.25)](image)

**Figure 63: Workpiece volume change (mesh size = 0.25) – look-ahead refinement**
Curvature Compensation on Workpiece Free Surface

Curvature compensation is applied only to new nodes generated on the workpiece free surface. The location of these nodes is modified to reflect the discretization of a smooth boundary. Hence, the curvature compensation procedure contributes to volume preservation only when new nodes are generated on the workpiece free surface. To evaluate its effectiveness, the valve body forging analysis was run for the case where the initial mesh size was 0.4 inches. The contribution of this procedure towards the control of overall workpiece volume will diminish as a bigger portion of the workpiece boundary comes in contact with the die. Volume changes during the later stages are due to the need for enforcing consistency in the contact regions. Hence, for this case, changes to workpiece volume are compared only until a die stroke of 70% because a significant
portion of the workpiece is in contact with the die at this point. The impact of the curvature compensation procedure on the workpiece volume is evident in Figure 65. Using curvature compensation resulted in a volume loss of 1.65% at a die stroke of 70% as compared to a loss of 1.87% when no curvature compensation was applied to the new free surface nodes, a reduction of 11.8%.

The curvature compensation procedure was also evaluated by running a simulation with all error control procedures except curvature compensation and another simulation with all error control procedures including curvature compensation. Without curvature compensation, the workpiece lost 0.29% as compared to 0.06% with curvature compensation, a reduction of 79.3%. Note that by 65% die stroke, the workpiece was remeshed 7 times in both cases.

![Workpiece Volume Change](image)

Figure 65: Workpiece volume change (mesh size = 0.40) – curvature compensation
6.1.5 Combined Effect of Error Control Procedures

The combined effect of the error control procedures has been evaluated by running simulations with all error control procedures and comparing the results with those of simulations run with no error control procedures. Once again, simulations were run with a mesh size of 0.25 inches and 0.4 inches. The variation in workpiece volume for the two cases is shown in Figure 67 and Figure 68. The results are consistent with our expectations in that the simulation with no controls shows the maximum volume loss and the simulation with all of the geometric approximation and discretization error controls show the least amount of volume loss.

For the simulation with a mesh size of 0.25 inches, the workpiece lost 3.29% at the end of die stroke when no error controls were used as compared to 1.83% for the case when all
controls were used, a reduction of 44.38%. More importantly, the difference is even more pronounced till around 75% of stroke when material is just beginning to flash out. At a die stroke of 75%, the volume loss is 0.91% compared to 0.21%, a reduction of 76.92% due to use of error control procedures. For the simulation with a mesh size of 0.40 inches, the workpiece lost 7.68% at the end of die stroke when no error controls were used as compared to 3.19% for the case when all controls were used, a reduction of 58.46%. In this case also, the difference is pronounced till around 75% of stroke when material is just beginning to flash out. At a die stroke of 75%, the volume loss is 2.33% compared to 0.86%, a reduction of 63.09% due to use of error control procedures.

![Workpiece Volume Change (mesh size = 0.25)](image)

**Figure 67:** Combined effect of error control procedures – mesh size of 0.25 inches
Figure 68: Combined effect of error control procedures – mesh size of 0.40 inches

The procedures to control geometric approximation and mesh discretization errors have a significant impact on the simulation accuracy as the workpiece evolves during the process simulation. Use of the error control procedures also resulted in better prediction of die loads. The full load-stroke curves when a mesh size of 0.40 inches is used are shown in Figure 69. At the end of die-stroke, the simulation predicted a die load of 282.157 Kips when no error controls were used, as compared to a load prediction of 356.02 Kips when all error controls were used (a difference of 26.18%) and 386.25 Kips for the case with a mesh size of 0.25 inches and no error controls. The results for the final 10% of the stroke when the loads typically spike up as the material flashes out and the die cavities fill, are shown in Figure 70.
Figure 69: Load-stroke comparison with all error controls

Figure 70: Load-stroke comparison with all error controls – final 10% die stroke
6.1.6 Element Quality

The geometry update procedure uses element quality as one of the criteria on which decision to perform a mesh manipulation is made. The lower bound on the quality of the triangular elements, as measured by the Q2 shape metric, generated on the workpiece boundary is typically more than the threshold value of 0.1. However, as the simulation progresses, this lower bound may slide below this threshold after remeshing. Potential causes include the nature of the die geometry (sharp transitions) and the evolution of die-workpiece contact and the mesh size transitions on the workpiece boundary. An example of the mesh quality before and after remeshing at 17% die stroke is shown in Figure 71 and Figure 72. All error controls were used when generating the new mesh for the deformed workpiece. The element quality measure varies from 0.124 to 0.997 before remeshing and from 0.236 to 0.997 after remeshing. Another example of the mesh quality before and after remeshing for 50% die stroke is shown in Figure 73 and Figure 74. The element quality measure varies from 0.092 to 0.996 before remeshing and from 0.171 to 0.998 after remeshing.
Figure 71: Element quality before remeshing (17% die stroke)

Figure 72: Element quality after remeshing (17% die stroke)
Figure 73: Element quality before remeshing (50% die stroke)

Figure 74: Element quality after remeshing (50% die stroke)
6.2 Simulation Results from the Automated System

Full simulation results from the geometry update system are presented in this section. The geometry update scheme has been validated on the simulation of a forging of a valve body and a disk forging process. The examples have been selected to demonstrate the ability of the automated system to handle large geometry changes typically encountered in industrial forming problems. Each of these examples was run with all error control procedures.

6.2.1 Valve Body Forging

The valve body forging process involves making two components in one hit on a hammer forging press. The presence of symmetry allows us to model one-eighth of the problem. The billet is a 4 inches round cylinder and the process takes it down to a thickness 0.14 inches at the center resulting in a large amount of flash. Figure 53 shows the initial die-workpiece configuration for the analysis. Note that a geometric model (from which the discretization shown in Figure 53 was created) has been used to represent the die during analysis and geometry update.

The problem needed 20 remeshes and took about 6.5 hours of CPU time on a HP C-180 workstation with 10 remeshes in the last 20% of die stroke when material begins to flash out. The remeshes in the later stages are triggered by the geometric overlap monitoring algorithm due to the sharp transition in the die geometry from the valve body to the flash gutter region as shown in Figure 53. The problem ran to completion in about 2.5 hours on the same workstation when the die was represented by its mesh model instead of the
CAD geometry and the workpiece was updated using the mesh-based method instead of the hybrid method. It is to be noted that earlier efforts to model the problem with manual remeshing took about 3-4 weeks [73, 74]. The increased CPU time when using the CAD model can be attributed to geometric checks performed in the contact algorithm via the CAD API which are typically very compute intensive (especially for 3-D operations) and hence, result in more than doubling of the CPU time required to solve this problem. Note that these geometric checks are performed for each node of the contact surface pair during an iteration (of a time step) and once during each of the remeshing steps.

The process was modeled in 60 time steps with an average of 3 iterations needed to obtain a converged solution per step. The workpiece has 757 nodes and 3784 4-node tetrahedral elements when the simulation commences with the number increasing to 3064 nodes and 16052 elements in the final stage when there is a large amount of flash. Results presented in Figure 75 through Figure 81 are for an average mesh size of 0.25 inches. Figure 75 shows the deformed workpiece mesh and the strain rate distribution at 17% die stroke and Figure 76 shows the remeshed workpiece with an accumulated volume loss of 0.09% compared to the original workpiece model. Figure 77 shows the deformed workpiece mesh and the strain rate distribution at 39% die stroke and Figure 78 shows the remeshed workpiece with an accumulated volume loss of 0.06% compared to the original workpiece model. Figure 79 shows the deformed workpiece mesh and the strain rate distribution at 76% die stroke and Figure 80 shows the remeshed workpiece with an accumulated volume loss of 0.46% compared to the original workpiece model. The full mesh model (mirrored) at the end of die stroke to give a realistic image of the parts being forged is shown in Figure 81. In the figures below, as the workpiece deforms,
it may seem as though the mesh gets more refined. However, this is an illusion due to the fact that the image sizes have been kept fixed in order to fit them within page limits even though the workpiece deformation has resulted in a significant increase in its footprint (bounding box size).

**Figure 75: Deformed workpiece at 17% stroke**

**Figure 76: Remeshed workpiece at 17% stroke**
Figure 77: Deformed workpiece at 39% stroke

Mesh refinement due to look-ahead algorithm

Figure 78: Remeshed workpiece at 39% stroke
Figure 79: Deformed workpiece at 76% stroke

Figure 80: Remeshed workpiece at 76% stroke

Mesh refinement due to look-ahead algorithm
The percent change in the volume of the workpiece (enclosed by its mesh model) as the simulation progresses is shown in Figure 82. The volume of the workpiece remains almost constant during the analysis [8, 9, 74] and typically (though not necessarily) changes during geometry update due to enforcement of consistency requirements. As explained in section 3.4, the true volume change that can be attributed to the geometry update procedure is the change in volume due to approximation of the workpiece free surface, defined as $V_f$ for \textit{volume change due to free surface curvature}. As shown in Figure 82, the geometry update and remeshing procedure does well in terms of maintaining the workpiece volume with a total loss of 0.54% after 82% of die stroke.
The sharp transition from the part shape to the flash region has a big impact on the workpiece volume, which starts to change more rapidly once the material begins to flash at around 85% of the die stroke and as most of the workpiece comes in contact with the die. This drop is due to enforcement of relaxed consistency constraints (as the one in equation 25) in the contact regions. This represents volume change due to die curvature ($V_c$) as explained in section 3.4. The sharp transitions in the die geometry near the flash regions result in the die-overlap monitoring algorithm to trigger frequent remeshes as the material flows around these regions into the flash gutter. In this case, the workpiece was remeshed 10 times in the last 20% of the stroke. The ideal solution to avoid such a scenario is to design the die geometry with smooth transitions to the flash region. In fact, geometries with sharp transitions typically present significant difficulty for remeshing and one of the objectives in presenting this example was to demonstrate the ability of this algorithm to successfully model such cases. The total change in workpiece volume was 1.83% at the end of the simulation, well below the typically accepted norm of 4% [139] for forming analyses in industrial designs.

The impact of error control procedures on workpiece volume, for this example, was presented for two different mesh sizes in Figure 67 and Figure 68. As shown in these figures, use of error controls has a significant impact on controlling workpiece volume.
Figure 82: Percent change in workpiece volume in valve body forging

### 6.2.2 Disk Forging

The automated modeling system has also been used to model a disk-forging problem for which the initial die-workpiece mesh models are shown in Figure 83. This example is an axi-symmetric case that has been modeled in 3-D to demonstrate the ability of the geometry update procedure to handle fairly large changes in the geometry. Once again, one-eighth of the workpiece is modeled to take advantage of workpiece symmetry. The workpiece height at the center is reduced from 8 inches to 0.5 inches. The simulation was run with a mesh size requirement of 0.6 inches and completed in about one hour on the HP C-180 workstation with 8 remeshes for the workpiece. The initial mesh on the workpiece had a graded discretization with a mesh size of 0.4 inches in the regions of initial contact to a mesh size of 0.8 inches at the bottom (in Figure 83). Results presented in Figure 83 through Figure 90 are from the simulation performed using all error control
procedures. Figure 84 shows the deformed workpiece mesh and the strain rate distribution at 10% die stroke (first remesh) and Figure 85 shows the remeshed workpiece with an accumulated volume loss of 0.30% compared to the original workpiece model. Figure 86 shows the deformed workpiece mesh and the strain rate distribution at 36% die stroke and Figure 87 shows the remeshed workpiece with an accumulated volume loss of 0.52% compared to the original workpiece model. Figure 88 shows the deformed workpiece mesh and the strain rate distribution at 80% die stroke and Figure 89 shows the remeshed workpiece with an accumulated volume loss of only 0.61% compared to the original workpiece model. The mesh model, mirrored to give a realistic image of the part being forged, at the end of die stroke is shown in Figure 90.

The variation in workpiece volume during the simulation is shown in Figure 91. The change in workpiece volume at the end of the simulation in this case was only 1.42%. The impact of a die design with gradual transitions in the die geometry (as compared to the previous example) on preserving workpiece volume is evident here with the workpiece losing only 0.84% volume at 98% die stroke.

The impact of error control procedures on volume loss is shown in Figure 92. Using error controls consistently keeps volume loss less than the case with no error controls. The workpiece lost 1.58% at the end of die stroke when no error controls were used as compared to a loss of 1.42% when all error controls were used, a difference of 10.13%. However, note that at 98% die stroke, the volume loss is 0.84% with all error controls and 1.51% when no error controls are used, a difference of 44.37%.
Figure 83: Initial die-workpiece configuration for the disk-forging problem

Figure 84: Deformed workpiece at 10% die stroke
Figure 85: Remeshed workpiece at 10% die stroke

Figure 86: Deformed workpiece at 36% die stroke
Figure 87: Remeshed workpiece at 36% die stroke

Figure 88: Deformed workpiece at 80% die stroke
Figure 89: Remeshed workpiece at 80% die stroke

Figure 90: Mirrored workpiece mesh model at the end of simulation
Figure 91: Percent change in workpiece volume in disk forging

Figure 92: Effect of error controls on volume loss in disk forging
In some forming analysis cases, it may be acceptable not to perform any specific analysis on the dies and treat them as being rigid. This is especially true for cases when material flow is of primary concern and die deflections/stresses are assumed to be within limits. In such cases and in automated modeling systems that are based on the mesh-based method discussed in section 3.5.2, coarse mesh models could be used to represent the dies. The key notion here is that the mesh model for the die is only used to represent its geometry and since no analysis is performed on the dies, we can afford to have elements that are of poor quality with respect to being equilateral. The geometric checks that are performed to determine if a node of the workpiece is in contact with an element on the die boundary need to be performed for every iteration of every time step. As discussed in chapter 6, this can add up to a fairly significant amount of CPU time. Hence, the smaller number of triangles representing the die boundary can significantly reduce the time spent by the solver in geometric checks for contact between objects.

Automatic mesh generators are typically used to discretize the geometric model and create finite element meshes for analysis. They typically discretize the geometric models with an explicit objective of creating good quality finite elements. Hence, even if constraints are defined on the geometric model to force the mesh generator to create a
graded mesh, the discretization is going to result in more elements/facets than needed to represent the geometry of the object within acceptable error limits.

In order to obtain results with minimal influence on results accuracy, a mesh-coarsening module has been developed that eliminates unnecessary nodes/elements from the mesh models for the dies. The approach recommended here is that a mesh be generated with curvature control and a mesh size that equals the size of the smallest feature to be maintained. The setup time to construct such meshes by coarsening more standard meshes is small compared to the other components of the process. The coarsened mesh is then used to represent the rigid object during finite element analysis.

### 7.1 Mesh Coarsening

The fundamental goal of mesh coarsening is to reduce the number of triangles in a mesh while preserving the important geometric features in the model. The new mesh representation must preserve the original topology of the mesh and must form a “good” geometric approximation to the original mesh. These constraints on a good approximation to the original mesh are similar to the ones encountered in the workpiece geometry update procedure and hence the metrics from chapter 5 can also be used here. The process of reducing the elements to represent the die boundary is also called mesh decimation, coarsening, or compaction. Most of the related work [109-124] has dealt with this problem mostly for graphical visualization applications. Heckbert and Garland [109] present an excellent survey of the various techniques used in simplification of polygonal models. The decimation methods are classified into four categories [109]: (a)
vertex decimation methods delete a vertex and re-triangulate its neighborhood, (b) edge decimation methods delete one edge and two triangles and merge two faces, (c) triangle decimation methods delete one triangle and three edges, merge three vertices, and retriangulate the neighborhood, and, (d) patch decimation methods delete several adjacent triangles and retriangulate the neighborhood. Erikson [110] and Krus, et. al. [111] also review some of the techniques [112-124] in their papers.

The mesh coarsening operation used here involves using the edge collapsing procedure described in section 5.5.1. The collapsing operation is performed only after the local geometry variation check suggests changes within user specified limits. To represent the die geometry during analysis, the dies can be defined by surface meshes that define closed volumes or by a surface mesh that represents portion of the die with which the workpiece is likely to come in contact. For meshes that represent closed volumes, the local geometry variation check defined in chapter 5 is used to check if geometry changes are within limits. For surface meshes that do not represent a closed volume, an edge is collapsed if the dihedral angle between its adjacent faces is less than a user specified value for $\text{plane_tolrc}$. A default value of $1^\circ$ is chosen to keep the geometry shape variation small. However, since the mesh coarsening operation is very quick and performed prior to running the simulation, it could easily be re-run with a different value if results with the default are not satisfactory.

An additional check is introduced to control the minimum angle of a triangle. This check has been included to avoid potential numerical round off problems in visualization and contact routines (that need face normal information for their calculations) when triangles
with very small angles (areas) are present. Before edge collapsing, the angles of a triangle are evaluated to identify its smallest angle in the collapsed local configuration. The user defines the minimum allowable angle for a triangle, \( \text{min\_tri\_angle} \). If collapsing results in a situation where the minimum angle is less than the user-specified value for \( \text{min\_tri\_angle} \), the element is not collapsed. This constraint is likely to result in a few more elements but will still provide significant time-savings as demonstrated later in this chapter.

Examples of some mesh models before and after coarsening are shown below. The numbers in parentheses for coarsened meshes are the compaction ratios. They indicate the percentage of initial number of nodes/elements that have been eliminated. Each of these examples was run with a \( \text{min\_tri\_angle} \) value of 2°. Simulation results from using coarse mesh models are presented in the next section.

Nodes: 20374
Elements: 40872

Figure 93: Fine mesh model on a casting geometry
Nodes: 5915 (70.97 %)
Elements: 11954 (70.95 %)

Figure 94: Coarse mesh model on the casting geometry

Nodes: 4784
Elements: 9564

Fine mesh on a die component

Figure 95: Fine mesh on the bottom die for a die casting application
Nodes: 480 (89.97 %)
Elements: 956 (90.00 %)

Figure 96: Coarse mesh on the bottom die for the casting application

7.2 Process Simulation Using Coarsened Die Models

The mesh-coarsening module was tested in the finite element simulation of a forging process. The simulations were run with the Antares™ [8, 9] software for 3-D process modeling of forming operations. Two analyses were run to determine the impact of mesh coarsening on analysis time/results. The valve body forging described in chapter 6 was again used for this evaluation. The first simulation used a mesh model without coarsening and the second simulation used a coarsened mesh model for the die. A $\text{min}_{-}\text{tri}_{-}\text{angle}$ value of $2^\circ$ was used to obtain the coarsened models. The initial setups for the two cases are shown in Figure 97 and Figure 98.
Figure 97: Initial setup for valve body forging with original die mesh

Figure 98: Initial setup for valve body forging with coarsened die mesh
Mesh coarsening reduced total simulation time by 20.55%. The results from mesh coarsening and the process simulation are presented below in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Elements in Die Mesh</th>
<th>Nodes in Die Mesh</th>
<th>CPU Time (seconds)</th>
<th>Reduction in CPU Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Mesh Coarsening</td>
<td>1389</td>
<td>740</td>
<td>8084.3</td>
<td>-</td>
</tr>
<tr>
<td>With Mesh Coarsening</td>
<td>615 (-55.72%)</td>
<td>337 (-54.46%)</td>
<td>6422.6</td>
<td>-20.55 %</td>
</tr>
</tbody>
</table>

Table 1: CPU times for forging analysis run with and without mesh coarsening

As can be seen from the load stroke curves plots for the two cases shown in Figure 99, the results of the simulations performed with and without mesh coarsening are almost identical. Results of other parameters such as strains in the workpiece, etc. (from the coarse mesh simulation) are also observed to closely match those obtained from the simulation performed with the fine mesh representing the die. In general, there is likely to be a small variation in the results due to the approximation of the die geometry (especially when the die has regions of substantial curvature) with fewer elements. It is expected that cases where the original die model contains a more uniform mesh (as compared to the large triangles representing planar regions in this case), the reduction in CPU time will be even more dramatic. Note that the time required to generate the coarse mesh for this problem was only about half a minute. The more “curved” the die geometry, the more facets we need for an acceptable representation of the die geometry. Also, a majority of the CPU time is spent in solving for the primary field variables and
hence there is a limit to the speed up achieved from using a compacted mesh model for the dies.

Figure 99: Load-stroke curves with original and coarse mesh die
Chapter 8

CONCLUSIONS AND FUTURE WORK

This dissertation has presented the key issues that must be considered in the development of an automated system for modeling metal forming operations.

8.1 Summary of Contributions

The major contribution from this thesis research is the development of the hybrid method for updating the geometry of the deformed workpiece in 3-D forming simulations. New techniques developed to accomplish this include procedures to:

1. update the workpiece geometry using mesh manipulation operations,
2. control/monitor volume losses using the local geometry variation check,
3. use the true geometric representation of the die during analysis and remeshing,
4. compensate new nodes on the workpiece surface based on local curvature,
5. adaptively refine the mesh based on die-overlap, a strain-rate based error indicator and proximity to the region of deformation (look-ahead algorithm).

A mesh coarsening procedure has also been developed based using the mesh manipulation approach to reduce overall simulation time for cases where no analysis is to be performed on the dies.
8.2 Future Work

This section introduces areas for potential future research efforts in automated modeling of forming processes. First, research areas specific to the hybrid method of this thesis are given. This is followed by a discussion of research topics that would affect overall simulation accuracy/speed.

8.2.1 Topics Related to the Hybrid Method

The hybrid method developed in this thesis is applicable only when the workpiece boundary is defined by straight-edged triangles. New procedures have to be developed to handle cases where other types of elements represent the workpiece boundary, for example 6-node triangles or 4-node quadrilaterals. For 6-node triangles, one possibility is to ignore the mid-side nodes for the triangles for the purpose of geometry update and remeshing. The workpiece boundary would now be made up of straight-edged triangles, and hence, the procedure developed here can be used to remesh the deformed workpiece. A post-processing operation can then generate mid-side nodes and adjust their location based on local curvature using the curvature compensation algorithm presented here.

In this thesis research, a completely new mesh is generated to represent the deformed workpiece. However, only local changes to the workpiece mesh guided by the remeshing criteria may result in overall CPU time-savings as well as potential improvement in accuracy due to reduced mesh rezoning errors. This may also need changes in the mesh-
rezoning algorithm of the solver that specifically identifies only new nodes/elements and interpolates field variables for them.

In the implemented method, the error indicator is used to identify regions for mesh refinement on workpiece boundary. Full consideration should be given to discretization errors throughout the domain since localizations of importance can form in the interior of the workpiece.

Geometric checks to determine contact has resulted in more than doubling of the CPU time required for the simulation. This is despite the fact that the geometric checks are applied only to a subset of the boundary nodes obtained by using the mesh based contact algorithm as a filter (to identify nodes that are likely to be in contact with the dies). Since complex industrial forming processes will have complex die shapes and the workpiece represented by several thousand nodes, a faster algorithm for geometric checks can potentially have a big impact in the total time required to run the simulations. One possible approach that may save compute time is to store the information of the face (geometry) with which a node has come in contact. As the simulation progresses, the contact procedure can first check for contact with this face and then with adjacent faces rather than the current approach of cycling through all faces with a bounding box filter.

In the current implementation, load calculations reported by the solver reflect the contact with die mesh and not the die geometry. It was not possible to implement this change since access to the appropriate portion of the finite element solver’s source code.
However, to reflect the updated contact calculations, this change must also be made in the solver’s load calculation procedure.

### 8.2.2 Related Topics of Interest

More general curved representations of the die and workpiece based on a complete model topology could be considered. This is an ideal approach for implementation within an automated environment since:

(i) the die-workpiece geometric model with the attribute data is a complete and unambiguous representation of the problem domain from which a discretization is generated by an automatic mesh generator,

(ii) the evolved geometry inherits the true geometry of the die in contact regions resulting in an accurate geometric description of the contact areas before discretization, and,

(iii) the workpiece free surface in the geometric representation could better represent the smooth free surface of the workpiece.

Since mesh rezoning requires interpolation of field variables from one mesh to another, it is important to carefully control the accuracy of this process. Improved procedures for general mesh-to-mesh rezoning and incremental mesh modification rezoning should be considered.
8.3 Closing Remarks

This research effort has led to the development of an automated modeling system for metal forming. The automated system has been quite successful in modeling industrial forming processes involving complex 3-D geometries, eliminated the need for manual remeshing and reduced the overall simulation time by more than 90%.
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