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Abstract

Various low-pass, spatial test filters specific to dynamic model large-
eddy simulation (LES) on finite element topologies are proposed and
analyzed. A number of simulations of decaying isotropic turbulence
are performed using the stabilized finite element method of Whiting
and Jansen [1] with the purpose of understanding the dependence of
the dynamic model on the test filter of choice and the elusive filter
width ratio. From these numerical experiments, a key assumption is
extracted leading to the derivation of a new dynamic model in which
the sole model parameter, the filter width ratio, is computed dynami-
cally. Traditionally, the dynamic model parameter has taken the filter
width ratio as a constant. The new dynamic model is tested on LES of
decaying isotropic turbulence on hexahedral, tetrahedral, and wedge
topologies.
1 Introduction

Large-eddy simulation (LES) is a technique for computation of turbulent flows where the large-scale component of the flow, carrying most of the energy, is resolved by the LES equations, and the small-scale unresolved residual motions are modeled. The LES equations are obtained from the Navier-Stokes equations by applying a primary spatial filter, which is assumed to damp scales on the order of the filter width (or the characteristic length scale of the filter). The constant coefficient Smagorinsky model, developed by Smagorinsky [2], is sometimes used to represent unresolved residual motions, which manifest in the LES equations in the form of an unknown residual stress tensor. Smagorinsky related the residual stress tensor to the strain rate tensor of the resolved motions through an eddy viscosity. In turn, the eddy viscosity is given by the norm of the resolved strain rate tensor multiplied by the square of a length scale characteristic of the unresolved residual motions. The characteristic length scale is set proportional to the primary filter width, wherein the coefficient of proportionality is denoted as the Smagorinsky constant.

A procedure developed by Germano et al. [3] and Lilly [4] is often used in which the constant coefficient model becomes a dynamic coefficient model where the Smagorinsky constant is no longer taken as constant but allowed to vary in space and time. The formulation of the dynamic coefficient model (or simply dynamic model) requires the sequential application of two well-characterized filters on the Navier-Stokes equations, namely the primary filter, mentioned earlier, and a test filter. We refer to well-characterized filters as filters with homogeneous shapes leading to computable widths through the use of known formulas such as the ones discussed by Lund [5]. Homogeneity of a filter implies that its shape is symmetric and constant in space, qualities that allow for commutation between the filter itself and differentiation. Knowledge of the primary and test filters is important when assigning the only adjustable parameter in the dynamic model. This parameter, denoted as the filter width ratio, is precisely the width of the filter resulting from sequential application of the primary and test filters divided by the width of the primary filter.

When numerically solving the LES equations, the discretization often assumes the role of the primary filter, herein referred to as the implicit numerical filter or the grid filter, while the test filter is applied explicitly. As a result of the former statement, the name “subgrid-scale motions” becomes appropriate when referring to “residual motions”. In general, the implicit numerical filter is not well-characterized [6], giving rise to an ambiguity when
assigning the filter width ratio for the dynamic model. In other words, not knowing the shape and thereby the width of the grid filter, renders the filter width ratio unknown. To bypass this ambiguity, if the discretization involves finite differences, the grid filter is often assumed to be twice the characteristic size of the grid, such as 

\[
\Delta = 2(h_1 h_2 h_3)^{1/3} \quad \text{or} \quad \Delta = 2\left(h_1^3 + h_2^3 + h_3^3\right)^{1/2},
\]

where \(h_i\) is the grid spacing in the \(i\)-th direction. There exists an equivalence between the exact derivative of a filtered variable and the central difference derivative of the unfiltered variable \([7, 5, 8]\), leading to the conclusion that the implicit numerical filter behaves like the well-known box filter of width twice the grid size. In brief, after choosing the test filter and assuming a specific form for the implicit numerical filter, the filter width ratio can be computed \([9]\). However, in general an assumption regarding the form of the numerical filter can not be made, leaving one to estimate its width.

Explicit filtering of nonlinear terms in the filtered equations could be used to remove the indeterminacy of the numerical discretization. However, indeterminacy of the numerical discretizations has not been the main thrust behind proponents of explicit filtering of nonlinear terms. The main thrust has been to address concern about the fact that information from the smallest resolvable scales is used to model the unresolvable residual stress, and if such resolvable scales are affected by numerical error, so will the model. Explicit filtering of nonlinear terms can remove the smallest scales polluted by numerical error, thus helping the performance of the residual stress model. However, there is some benefit from including additional smaller scales in the simulations even if they are contaminated by numerical error \([10]\). It is suggested by Lund \textit{et al.} \([10]\) that this benefit is likely due to the fact that the error is pushed out to small scales which have relatively weak impact on low-order statistics. Instead of exploring explicit filtering of nonlinear terms in the filtered equations, we focus on how to avoid the indeterminacy of the numerical filter by formulating a new dynamic model, without directly impacting the equations. It should be reiterated that the procedure proposed herein to dynamically compute the filter width ratio is only necessary when explicit filtering is not carried out. It is only in this case that the grid filter width, the test filtered grid filter width and therefore the filter width ratio are not precisely defined.

Recent works \([11, 12]\) have attempted to address the fact that the dynamic model formulation presupposes that the test filter is similar in shape to the primary filter. However, all hopes of knowing in advance the shape of
the test filter based on the shape of the primary filter are eliminated because the unknown grid filter acts as the primary filter. To that extent, the previous two references have investigated several test filters in an effort to find the best filter shape corresponding to best simulation results. Unfortunately, in these studies favorable results have been incorrectly attributed to certain test filter shapes due to an inaccurate determination of test filter widths. As is shown by Lund [5] and the present authors [13], dynamic model results of decaying isotropic turbulence can be independent of the test filter shape as long as the width of the test filter is accurately and consistently computed. Furthermore, although results may be independent of the test filter shape, they may not be optimal [13]. Additionally, results can be sensitive to the filter width ratio as will be shown later and as is shown by Chester et al. [14], thus motivating the need for its accurate determination. This sensitivity issue deserves special attention specifically for cases when LES grids are coarsened, leading to stronger subgrid-scale model dissipations.

Certainly, the expressions in (1) could be thought of as a measure of the resolution threshold of a discretization. In wall-bounded flows, the resolution level of a discretization is increased near the walls by refining the grid so as to capture strong gradients present there. A change in the resolution level will lead to a change in the dynamic model’s filter width ratio, assuming that the resolution is proportional to the width of the grid filter. While it would be desirable to have the filter width ratio solely dependent on the numerical scheme, the grid employed and the test filter used in the dynamic model, this is not always the case. Many numerical schemes, like the one used herein, alter their character based on flow, hence the filter width ratio should evolve with the flow as well. For example, in turbulent channel flow, our experiences have shown us that stabilized finite element methods increase numerical energy dissipation in regions where the flow is more unstable due to strong advection. In the case of decaying isotropic turbulence, the initial conditions are not in complete satisfaction of the discretized equations (initial conditions are obtained from matching experimental spectrum and thus are solutions to spectral discretization), thus a transient is expected throughout the simulation. In summary, the numerical method and the flow are inevitably intertwined, thus one can expect for the numerical scheme and its dependents, such as the filter width ratio, to evolve with the flow and vice versa. The previous notion is realized in the present work, in which a time- and space- dependent (dynamic) expression for the filter width ratio is derived and shown to lead to good dynamic model LES results for decay of isotropic turbulence. The dynamic formulation of the filter width ratio (herein referred to as DFWR) is based on results recently summarized by
the authors [13], thus we will first review these results.

2 The dynamic subgrid-scale model

Ideally, the filtered Navier-Stokes equations are obtained by applying a primary homogeneous spatial filter (denoted with an over-bar) generating a closure problem in the form of an unknown residual stress tensor,

\[
\tau_{ij} = \overline{u_i u_j} - \overline{u_i u_j},
\]

reflecting the effect of the filtered-out residual scales on the resolved scales. The trace of the residual stress is absorbed into the filtered pressure and the deviatoric portion is modeled.

Recall that in a large-eddy simulation, the discretization acts as the filter. Common references to the filter as the “grid filter” and to the unknown residual stress tensor as the “subgrid-scale” stress tensor lie within the previous interpretation of the primary filter. It should be emphasized that the subgrid-scale stress stems from a closure problem and not from the discretization’s inability to represent the smallest scales in the flow. Recent works [15, 16, 17, 18] have focused in modeling the subgrid-scale stress from the latter point of view.

The deviatoric or traceless component of the subgrid-scale stress,

\[
\tau_{ij}^d = \tau_{ij} - \frac{1}{3} \tau_{kk} \delta_{ij} = (\overline{u_i u_j} - \overline{u_i u_j}) - \frac{1}{3} (\overline{u_k u_k} - \overline{u_k u_k}) \delta_{ij},
\]

appearing on the right hand side of the filtered equations, is expressed through the constant coefficient Smagorinsky model [2] as

\[
\tau_{ij}^d = -2 (\underbrace{C_s \Delta)^2}_{\text{eddy viscosity}} |\hat{S}| \hat{S}_{ij},
\]

where \( \Delta \) is the width of the grid filter, \( C_s \) is the Smagorinsky constant, \( \hat{S}_{ij} = (\partial \overline{u_i}/\partial x_j + \partial \overline{u_j}/\partial x_i)/2 \) is the filtered strain-rate tensor, and \( |\hat{S}| = \sqrt{(2 \hat{S}_{ij} \hat{S}_{ij})} \) is the norm of the filtered strain-rate tensor. Note that \( \Delta \), the width of the grid filter, is an unknown. Often, the grid filter width is taken proportional to the smallest resolvable length scale of the discretization, which in some instances can be given approximately by some definition of the grid size such as the ones in (1).

To obtain the dynamic subgrid-scale model, a second filter, referred to as the test filter (denoted with an over-hat), is applied to the once-filtered
Navier-Stokes equations. The test filter generates another unknown residual stress tensor denoted as the subtest-scale stress and defined as

\[ T_{ij} = \hat{u}_i u_j - \hat{u}_i \hat{u}_j \]  

(5)

Next, the Germano identity between the grid and test filtered fields [3],

\[ L_{ij} = T_{ij} - \hat{\tau}_{ij}, \]  

(6)

is used to dynamically determine \((Cs\Delta)^2\) in the Smagorinsky model. The usefulness of the tensor in (6) lies in that it can be expressed in terms of the filtered or resolved velocity \(\overline{u}_i\) as well as in terms of the Smagorinsky model. In terms of the resolved velocity, \(L_{ij}\) becomes

\[ L_{ij} = \overline{u}_i \overline{u}_j - \hat{u}_i \hat{u}_j. \]  

(7)

In terms of the Smagorinsky model, the deviatoric portion of \(L_{ij}\) can be expressed by test filtering the expression in (4),

\[ \hat{\tau}_{ij}^d = -2(Cs\Delta)^2|\hat{S}|\hat{S}_{ij}, \]  

(8)

and by modeling the deviatoric portion of the subtest-scale stress as

\[ T_{ij}^d = -2(Cs\Delta)^2|\hat{S}|\hat{S}_{ij} \]  

(9)

under the assumption of scale-invariance [19]. In (9) the strain-rate tensor, \(\hat{S}_{ij}\), and its norm, \(|\hat{S}|\), are based on the double-filtered velocity \(\overline{u}_i\). The bar-hat notation denotes application of the filter (of width \(\hat{\Delta}\)) resulting from sequential applications of the grid filter and the test filter. Although the test filter appears explicitly in the computations and its characteristics can be well-defined, the grid filter does not appear explicitly and cannot be well-characterized. Hence, the width of the test filter, \(\Delta\) can be obtained using known definitions, however, the width \(\hat{\Delta}\) is not readily obtainable.

The model coefficient \((Cs\Delta)^2\) is dynamically computed by minimizing the square of the difference \((D_{ij}D_{ij})\) between the modeled \(L_{ij}^d\) and the resolved \(L_{ij}^d\) with respect to \(Cs\) [4], where the difference is given as

\[ D_{ij} = L_{ij}^d - 2(Cs\Delta)^2M_{ij}, \]  

(10)

and

\[ M_{ij} = |\hat{S}|\hat{S}_{ij} - \alpha|\hat{S}|\hat{S}_{ij}. \]  

(11)
We refer to $\alpha = (\tilde{\Delta}/\Delta)^2$ as the square of the filter width ratio. The minimization procedure, leads to

$$(C_s^2 \Delta^2) = \frac{1}{2} \left( \frac{L_{ij}^d M_{ij}}{M_{kl} M_{kl}} \right) = \frac{1}{2} \left( \frac{L_{ij} M_{ij}}{M_{kl} M_{kl}} \right),$$

(12)

where the second equality holds because $M_{ij}$ is trace-free. To prevent the previous expression from becoming negative giving rise to a negative eddy viscosity, the numerator and denominator are averaged over homogeneous directions. Averaging is denoted by brackets.

The rest of this article focuses on the accurate calculation of the filter width ratio squared ($\alpha$), since it has been observed that, for relatively coarse simulations, results tend to depend on this ratio.

### 3 Test filters on finite elements and their effect on the dynamic model

In the present work we use a stabilized finite element formulation, namely the streamline upwind Petrov-Galerkin (SUPG) formulation [1, 20] with piecewise continuous tri-linear Lagrange basis functions. Within the finite element framework, a generalized box filtered function at a vertex $0$ (located at $x_0$) on any grid topology is taken as

$$\hat{f}(x_0) = \int_{\mathbb{R}^d} G(x_0, y) f(y) dy,$$

(13)

where integration is over the entire real space [21, 13]. However, due to the small compact support of $G(x, y)$, the generalized box filter kernel, or for that matter any other kernel commonly used in LES, the region of integration is greatly reduced. In the case of (13), the region of integration is reduced to the union of elements which share vertex $0$, denoted as $\Omega_0$. The generalized box filter kernel at vertex $0$, $G(x_0, y)$, can be written as

$$G(x_0, y) = \begin{cases} 
1 / \text{volume}(\Omega_0) & \text{if } y \text{ is in } \Omega_0 \\
0 & \text{otherwise.} 
\end{cases}$$

(14)

A Gaussian quadrature rule approximation of this generalized box test filter on unstructured (or irregularly connected) topologies has been shown to work well for the dynamic model [21]. However, an effort to understand the interplay between the test filter, the dynamic model and the numerical
method was not made until recently [13]. In the previous reference, the authors chose to restrict quadrature rule approximations of this test filter to regularly connected topologies for the purpose of defining filter widths, thereby enabling a clear understanding of the relationship between the test filter, the model and the numerical method. Such an understanding would be of great importance in truly judging the performance of dynamic model LES in the more general settings of a complex geometry. Although in the present work we still focus on test filtering on regularly connected geometry, our results could certainly be extended to general geometries via several new filtering procedures [22, 23]. In the following sub-sections we give a detailed recompilation of and expound on the test filters resulting from Gauss quadrature approximations of (14). In later sections we use our understanding of the interplay between test filters, the model and the method to dynamically determine the model’s filter width ratio.

3.1 Discrete test filters on finite elements

Discrete test filter widths can be computed via the second moment of the filter kernel or via the transfer function (the Fourier transform multiplied by $\sqrt{2\pi}$) of the filter kernel. For the majority of our simulations, we will use the latter approach, since it lends well to the three grid topologies considered: regularly connected hexahedral (“hex”), tetrahedral (“tet”), and wedge topologies. The former approach is advantageous for filters arising from products of one-dimensional filters such as is the case for our filters on hexes, but not on tets nor wedges. First, we describe the filters and their transfer functions before using the latter to compute filter widths.

In what follows, we will be interested in computing the filter width of filters derived from Gaussian quadrature. A few points of clarification are necessary given that this approach is similar to but not the same as traditional filtering used in LES. First, as our quadrature points will be associated with Gaussian quadrature, they will not in general be equispaced. This precludes the use of Fast Fourier Transforms but as the calculation is only part of the determination of the filter width and not part of our actual flow computation, this is of no consequence. We simply use the more general notion of a Fourier transform to obtain the transfer function from non-equispaced points. A second point that readers may be concerned with pertains to the number of quadrature points (function evaluations) used to obtain the filtered value (and therefore the transfer function). For a given filter shape $G$ if one integrates (13) exactly there will be a single transfer function and thus a single filter width. We are intentionally considering dif-
ferent quadrature rules (and thus different levels of approximation of (13)) to create different transfer functions and thus different filter widths. This is similar to the choice of using Simpson’s rule or trapezoidal rule in the finite difference literature. As the quadrature rule is increased, equation (13) will eventually be exactly integrated (for rational polynomial $f$ and simple shapes $G$). Further increase in the quadrature will result in the same exact filter, the same transfer function and thus the same filter width.

3.1.1 One-dimensional test filters

We begin with a one-dimensional description of the different filters arising from quadrature approximations of (13). We point the reader to the sketch in Figure 1 as an example. Using one-point quadrature (one function evaluation in the middle of the “cell” which in this case is a line) to evaluate the filtering operation in (13), we obtain that a filtered function at vertex 0 (located at $x = x_0$) can be written as

$$
\frac{1}{2h} \int_{x_{-1}}^{x_1} f(y)dy \approx \hat{f}_0 = \frac{1}{2}(f_{-1/2} + f_{1/2}), \quad (S1)
$$

where $f_0 = f(x_0)$, $f_{-1/2} = f(x_{-1/2})$, $f_{1/2} = f(x_{1/2})$, and S1 stands for standard filter with one-point quadrature. The transfer function induced by this filtering operation is

$$
G(kh) = \cos(kx_{1/2}),
$$

where $k$ is the wavenumber and $h$ is the constant spacing between vertices. Note that the previous expression is the Fourier transform of the discrete kernel induced by the operation in (15) scaled by $2\pi$. The Fourier transform may possess a real and an imaginary component. However, the symmetry between quadrature point locations $x = x_{-1/2}$ and $x = x_{1/2}$ (i.e. $x_{-1/2} = -x_{1/2}$) yields a purely real Fourier transform (or transfer function), from which a filter width can be obtained. All discrete filters studied here will possess this important symmetry characteristic. Filter kernels with Fourier transforms having a non-zero imaginary component do not act as true filters and ideally should be avoided. The reason for this is that in addition to damping the amplitude components of solution fields (which is what a true filter should do), kernels with imaginary Fourier transform components act on the phase components as well.

The above procedure, produced $\hat{f}$ at all of the vertices or nodes of our discretization. It is straightforward to use these nodal values to construct a
piecewise continuous linear function that can be filtered again with the box filter of (13) and (14) using either a one-point or a two-point quadrature, which for this one-dimensional case are both equivalent to the trapezoidal integration (due to the linearity of the function). We will refer to this second filter as the trapezoidal filter. Hence, we obtain the following filtered function at vertex 0:

$$\hat{f}_0 = \frac{1}{4} \hat{f}_{-1} + \frac{1}{2} \hat{f}_0 + \frac{1}{4} \hat{f}_1$$

$$= \frac{1}{8} f_{-3/2} + \frac{3}{8} f_{-1/2} + \frac{3}{8} f_{1/2} + \frac{1}{8} f_{3/2}, \quad \text{(W1)}$$

where W1 is short notation for wide filter with one-point quadrature. Note that filter W1 uses information over a wider region than filter S1, hence the name wide filter is appropriate. The transfer function induced by this filtering operation is

$$G(kh) = \frac{3}{4} \cos(kx_{1/2}) + \frac{1}{4} \cos(kx_{3/2}). \quad \text{(18)}$$

Looking at Figure 2, we can think of performing the previous two filtering operations with two-point quadrature instead of one-point quadrature. If so, we obtain the following filtering operations:

$$\hat{f}_0 = \frac{1}{4} (f_{-2/3} + f_{-1/3} + f_{1/3} + f_{2/3}), \quad \text{(S2)}$$

$$\text{and} \quad \text{(19)}$$
Figure 2: Sketch of function evaluations for filter $S_2$ and $W_2$. The spacing between vertices is $h$. Each quadrature point is located at a distance of $\alpha h$ away from its nearest vertex, where $\alpha = 0.211324865$.

\[
\tilde{f}_0 = \frac{1}{16} (f_{-5/3} + f_{-4/3}) + \frac{3}{16} (f_{-2/3} + f_{-1/3}) + \frac{3}{16} (f_{1/3} + f_{2/3}) + \frac{1}{16} (f_{4/3} + f_{5/3}). \tag{W2}
\]

The transfer functions corresponding to filters $S_2$ and $W_2$ are

\[
G(\theta h) = \frac{1}{2} \left[ \cos(kx_{1/3}) + \cos(kx_{2/3}) \right] \quad \text{and} \quad \tag{21}
\]

\[
G(\theta h) = \frac{1}{8} \left[ \cos(kx_{5/3}) + \cos(kx_{4/3}) \right] + \frac{3}{8} \left[ \cos(kx_{2/3}) + \cos(kx_{1/3}) \right] \tag{22}
\]

respectively.

The transfer functions for the one-dimensional filters $S_1$, $S_2$, $W_1$, and $W_2$ are plotted in Figure 3 along with the transfer functions for the box filter approximated using the trapezoidal and Simpson’s integration. The previous two filter approximations, which are often employed in finite difference discretizations, lead to

\[
\hat{f}_0 = \frac{1}{4} f_{-1} + \frac{1}{2} f_0 + \frac{1}{4} f_1 \quad \text{(FD1)} \quad \tag{23}
\]

\[
\hat{f}_0 = \frac{1}{6} f_{-1} + \frac{2}{3} f_0 + \frac{1}{6} f_1, \quad \text{(FD2)} \quad \tag{24}
\]

respectively. The transfer function for filter FD1 is

\[
G(\theta h) = \frac{1}{2} [1 + \cos(\theta h)] \tag{25}
\]
and for filter FD2 is

$$G(kh) = \frac{2}{3} + \frac{1}{3} \cos(kh).$$  \hspace{1cm} (26)

The main difference between the “finite difference-based” filters (FD1 and FD2) and the “finite element-based filters” (S1, S2, W1, and W2) is that the latter group takes into account the function space underlying the finite element method (FEM). The importance of this comes into play when computing the dynamic model. For example, if the FEM uses continuous piecewise linear basis functions, the finite element-based filters act to filter continuous piecewise quadratic functions such as the products between $\pi_i$ and $\pi_j$. To see this, the reader is directed to the term $\pi_i \pi_j$ appearing in the dynamic model given by equations (6), (11), and (12). While there is some appeal to expressing (15), (17), (19), and (20) in terms of nodal values, this is only practical for the filtering of linear functions which is
insufficient for the filtering needs of the dynamic model as mentioned above. For this reason, we have computed the filter transfer functions using the quadrature sampled points directly, making them applicable to both linear and quadratic (products of linears) choices of $f$.

In real space, filters $S_1$, $S_2$, $FD_1$, and $FD_2$ are discrete approximations of the one-dimensional box filter kernel shown in Figure 4. Filters $W_1$ and $W_2$ can be shown to be discrete approximations of the one-dimensional “witch’s hat” filter with kernel shown also in Figure 4.

By construction, the wide filters are approximations of the filter resulting from two successive applications of the box filter. It is well known [24] that the Fourier transform of a filtered function is simply the product between the filter transfer function and the Fourier transform of the original function. Hence, twice application of the box filter in Fourier space is given by the product between the square of the box filter transfer function and the Fourier transform of the original function. It follows that the transfer function of the filter resulting from sequential applications of the box filter is the square of the box filter transfer function. Application of the inverse Fourier transform to the square of the box filter transfer function yields the witch’s hat kernel of Figure 4.

In conclusion, each wide filter ($W_1$ or $W_2$), denoted with a over-hat/over-tilde ($\hat{\cdot}$), can be obtained from a standard filter ($S_1$ or $S_2$) by sequential
applications of the standard filter, denoted with an over-hat (\( \hat{f} \)), and the trapezoidal filter, denoted with an over-tilde (\( \tilde{f} \)).

### 3.1.2 Multi-dimensional test filters

As mentioned earlier, the finite element-based filters on regularly connected quadrilateral (two-dimensional) or hexahedral (three-dimensional) elements reduce to products of their one-dimensional counterparts in the \( x \)-, \( y \)-, and/or \( z \)-directions. However, this is not the case for triangular (two-dimensional) or tetrahedral (three-dimensional) topologies. In general, multi-dimensional finite element-based filters \( S_1, S_2, W_1, \) and \( W_2 \) can be constructed in the same fashion as their one-dimensional counterparts described in the previous sub-section. Furthermore, any multi-dimensional finite element-based test filtered function (with test filter \( S_1, S_2, W_1, \) or \( W_2 \)) at vertex location \( \mathbf{x} = \mathbf{x}_0 \) on two- or three-dimensional regularly connected topologies takes the form

\[
\hat{f}(\mathbf{x}_0) = \sum_{i=-N/2}^{N/2} W_i f(\mathbf{x}_i),
\]

where \( f(\mathbf{x}_i) \) is \( f(\mathbf{x}) \) evaluated at the \( i^{th} \) quadrature point and the filter weights, \( W_i \), sum to one. The symmetry between quadrature points (\( \mathbf{x}_i = \mathbf{x}_{-i} \)) due to the regularity of the topologies leads to the following purely real transfer functions:

\[
G(k^*) = 2 \sum_{i=1}^{N/2} W_i \cos(k \cdot \mathbf{x}_i),
\]

where the non-dimensional wavenumber vector \( k^* \) is given as \( (k_x h_x, k_y h_y, k_z h_z) \) with \( k_x h_x = 0 \) for two-dimensional topologies. The grid spacings \( (h_x, h_y, h_z) \) are implicit in the quadrature point locations \( \mathbf{x}_i \). Length \( h_i \) is the constant spacing between grid points in the \( i^{th} \) direction and \( k_i \) is the wavenumber in that direction. For purposes of computing filter widths, the absolute value of \( k^* \) will be referred to as the radial wavenumber, \( k_r \). As an example of finite element-based test filters in two dimensions, consider test filtering a function on the regularly connected triangular and quadrilateral grids shown in Figures 5a and 5b using one-point quadrature. Such approximations lead to filter \( S_1 \) on triangles and filter \( S_1 \) on quadrilaterals. Filter \( S_1 \) on triangles and filter \( S_1 \) on quadrilaterals and their transfer function on these two-dimensional grids reduce to (27) and (28) with \( (N = 6, W_i = 1/6) \) and \( (N = 4, W_i = 1/4) \), respectively, for all \( i \). The transfer functions for these two cases with \( h_x = h_y \) are shown in Figure 6. Notice the direction bias.
introduced by the transfer function on triangles, as it filters more in one direction than in others.

Transfer functions of two-dimensional filters can be plotted as closed curve contours such as the ones in Figure 6. Transfer functions of three-dimensional filters can be plotted as closed isosurfaces. In the next three figures we show examples of such contours for filters S1, S2, W1, and W2 on regularly connected grids composed of hexahedral, tetrahedral and wedge elements with equal spacing in the x, y, and z-directions. Similar to filters on triangles, filters on tets and wedges introduce a directional bias by filtering in one direction more than in others, as can be seen from Figures 8 and 9. Notice the different orientation bias between the filters on tets and wedges in Figure 8. Only looking at the transfer function contours in Figures 7, 8 and 9, one might be led to think that there is not much difference between wide and standard filters. To appreciate the vast difference, the reader is directed to Tables I, II, and III highlighting the disparity existing between wide and standard filters in their widths and in their number of quadrature point (or function) evaluations.
Figure 6: Transfer functions of finite element-based filters on triangles and quadrilaterals with one-point quadrature approximation (a) Transfer function of filter S1 on triangles. (b) Contours of (a). (c) Transfer function of filter S1 on quadrilaterals. (d) Contours of (c).
Figure 7: Finite element-based filter transfer function isosurfaces defined by $G(k^*) = 0.75$ on hexahedral elements. (a) Isosurface for standard filter S1. (b) Isosurface for wide filter W1. (c) Isosurface for standard filter S2. (d) Isosurface for wide filter W2.

Figure 8: Finite element-based filter transfer function isosurfaces defined by $G(k^*) = 0.85$ on tetrahedral elements. (a) Isosurface for standard filter S1. (b) Isosurface for wide filter W1. (c) Isosurface for standard filter S2. (d) Isosurface for wide filter W2.
3.2 Test filter widths

Widths of one-dimensional discrete test filters can be obtained through their transfer function [5]. For example, the width of any of the filters with transfer function shown in Figure 3 can be computed from the non-dimensional wavenumber $kh$, for which its transfer function equals 0.5 ($G(kh) = 0.5$). Here, we generalize this approach to evaluate the widths of the three-dimensional finite element-based filters. We define the filter width for such filters as the size of scales corresponding to the average radial wavenumber $k_r^*$, for which the filter transfer function assumes a specified value between 0 and 1. We proceed by setting the filter width as $\Delta = \pi / k_r^*$. Clearly, the definition of the test filter width is not unique. However, for purposes of dynamic estimation of the filter width ratio in the model, the specified value of $G(k^*)$ will be shown later to be unimportant. Instead, the ratio between widths of the wide and standard test filters will be shown to be important. In Tables I, II, and III we tabulate widths of finite element-based filters based on different values of the average radial wavenumber. Here we present the square of test filter widths, since this is a more appropriate representation in light of the dynamic model parameter $\alpha = (\Delta/\Delta)^2$.
Filter \( G(k^+) = 0.5 \) \( G(k^+) = 0.65 \) \( G(k^+) = 0.75 \) \( G(k^+) = 0.85 \) 
S1 3.28 5.04 7.36 12.7 
S2 4.20 6.50 9.57 16.6 
W1 9.03 14.4 21.1 37.0 
W2 9.97 15.8 23.4 41.5 

Table 1: Ratio of the filter width to mesh size squared, \( ((\Delta/h)^2) \), for various choices of the radial wave number and filter type on regularly connected hexes with constant grid size \( h \) in the \( x-, y-, \) and \( z\)-directions.

\[
\begin{array}{cccc}
\text{Filter} & G(k^+) = 0.5 & G(k^+) = 0.65 & G(k^+) = 0.75 \\
S1 & 1.88 & 2.86 & 4.15 \\
S2 & 2.15 & 3.33 & 4.90 \\
W1 & 5.09 & 8.06 & 12.0 \\
W2 & 5.40 & 8.57 & 12.7 \\
\end{array}
\]

Table 2: Same as Table I but for tetrahedra instead of hexahedra.

\[
\begin{array}{c}
\text{Filter} & (\Delta/h)^2 \\
S2 & 10.8 \\
W2 & 27.7 \\
\end{array}
\]

Table 3: Same as Table I but for wedges instead of hexahedra.
3.3 Test filters and the dynamic model: Isotropic turbulence

In this section we will use the three-dimensional finite element-based test filters previously described as test filters for the dynamic model in large-eddy simulations of decaying isotropic turbulence. The initial condition for these simulations is chosen such that its energy spectrum matches filtered experimental energy spectrum [25], using a procedure well described by the authors [18]. The filtered energy spectrum at three non-dimensional time stations, denoted as \( t_{42}, t_{98} \) and \( t_{171} \) is available from the experiments. In summary, the initial condition of the simulations matches experimental data at \( t_{42} \). After the simulation is performed results are compared to the experimental energy spectrum at \( t_{98} \) and \( t_{171} \). This problem is statistically homogeneous in all directions and has zero mean velocity. Thus a cube with sides of length \( 2\pi \), periodic in all three directions can be taken as the domain. The domain is represented by 33 evenly spaced points in each of the three directions, resulting in a constant grid size \( h = 2\pi/32 \). Three topologies for this discretization will be explored: hexahedral, tetrahedral, and wedge elements. More specifically, the tetrahedral grid is the hexahedral grid with each hexahedral element split into six tetrahedral elements. The wedge grid is the hexahedral grid with each hexahedral element split into 2 wedge elements. In the three cases we have regularly connected grids on which test filter widths can computed following the procedure outlined in the previous sub-section.

Of particular interest in this sub-section is to understand the role of the square of the filter width ratio, \( \alpha \), and the test filter appearing in the dynamic model in (12). An understanding of the role that these two play is essential to large-eddy simulations, especially those performed on coarse grids on which the dynamic model strongly affects the results. To demonstrate this, Figure 10 shows isotropic turbulence dynamic model results for different values of \( \alpha \) at \( t_{98} \) and \( t_{171} \), along with the energy spectrum of the initial condition of all the simulations matching the experimental spectrum at \( t_{42} \). Notice the strong effect of this parameter on the energy spectrum in the inertial region, thus its accurate prediction is of primary importance. Furthermore, the simulations with \( \alpha = 2 \) and \( \alpha = 3 \) have been extended to \( t_{171} \) (the others were stopped at \( t_{98} \)). The \( \alpha = 3 \) simulation uses the customary estimate \( \alpha \approx (\Delta/h)^2 = 3 \), which is based on the assumptions \( \Delta \approx h \) and \( \Delta \approx \hat{\Delta} \) and for which the test filter width \( \hat{\Delta} \) has been computed based on the second moment of the test filter kernel used, filter S1. Clearly, this simulation shows that for our numerical method such an estimate of \( \alpha \) is not appropriate as it leads to an over-prediction of energy at \( t_{98} \) and \( t_{171} \).
Figure 10: Effect of the filter width ratio squared ($\alpha$) on dynamic model results of isotropic turbulence. Simulations were performed with filter S1 on hexes. $\bullet$: data at $t_{42}$; $\circ$: data at $t_{98}$; $\diamond$: data at $t_{171}$; $-$: initial condition matching the data; $-$: simulation with $\alpha = 2$; $-\cdot-\cdot$: simulation with $\alpha = 3$; $-\cdot-\cdot$: simulation with $\alpha = 4$; $-\cdot-\cdot-\cdot$: simulation with $\alpha = 5$.

A second customary estimate is to take $\Delta \approx h$ and $\hat{\Delta}^2 \approx \hat{\Delta}^2 + h^2$. In this case, $\alpha \approx (\hat{\Delta}^2 + h^2)/h^2 = 4$. However, similar to $\alpha \approx 3$, the estimate $\alpha \approx 4$ leads to an over-prediction of energy at $t_{98}$. At first sight, the simulation with $\alpha = 2$ might seem optimal as it is a best fit of the $t_{98}$ experimental spectrum extending through the highest resolved wavenumbers. However, the reader is reminded that in an LES we aim at good agreement in the inertial range prior to the highest resolved wavenumbers, as the latter scales are strongly affected by numerical error. It is commonly understood that low order methods, such as ours, are not able to represent spectra up to the highest resolved wavenumbers, unlike spectral methods. Looking closely at Figure 10, we see that at $t_{98}$ the $\alpha = 2$ case does not give optimal results because the energy in the inertial range prior to the highest resolved wavenumbers is slightly over-predicted. In this case, the model coefficient $\left(C_s \Delta \right)^2$ is slightly low, and fortuitously, the energy spectra at the high resolved wavenumbers matches the data at $t_{98}$. However, this no longer occurs at $t_{171}$. 
3.3.1 The filter width ratio and the test filters

In earlier sub-sections we showed how to calculate $\bar{\Delta}$ on regularly connected grids. Here we will make use of this information by re-defining the square of filter width ratio appearing in the model as

$$\alpha = \left( \frac{\bar{\Delta}}{\Delta} \right)^2 = \kappa \left( \frac{\bar{\Delta}}{h} \right)^2,$$  \hspace{1cm} (29)

where $h$ is the approximate size of scales resolved by the discretization or the grid size, and $\kappa$ is a positive parameter that may potentially depend on the implicit filter due to numerical discretization and the test filter.

In re-defining the filter width ratio by introducing (29), we are attempting to clarify its dependence on the test and implicit numerical filters. As results will show, the only question in setting $\alpha$ will be that due to the unknown implicit numerical filter, reflected through $\kappa$. The dependence of $\alpha$ on the test filter will be fully understood.

3.3.2 Numerical results on hexes

Using the hexahedral grid described earlier, we performed two sets of simulations. The two sets, both composed of simulations performed with the S1, W1, S2, and W2 filters, are distinguished by different values of parameter $\kappa$ in (29). In both sets, the test filter widths were computed based on the average radial wavenumber ($k_r^* = |k^*|$) of the closed isosurface defined by $G(k^*) = 0.75$, where $G(k)$ is the transfer function for each of the test filters. Recall that based on this definition, test filter widths are determined as $\bar{\Delta} = \pi/k_r^*$. A list of the test filter widths, scaled by the grid spacing $h$ appears in Table I. We use these widths to compute the filter width ratio squared based on the assumption in (29) as $\alpha = \kappa(\bar{\Delta}/h)^2$. For example, in the first set of the simulations we fix $\kappa$ at 0.680, which for the dynamic model with test filter S1 yields $\alpha = 5$. In Table IV, we give a summary of the two sets of simulations on hexes. In Figure 11 we plot simulation results corresponding to the filter width ratios noted in Table IV. Here we see that results are independent of the test filter as long as its filter width is consistently computed. The dynamic model is robust enough that it gives nearly identical results for all test filters regardless of the vast difference between the filters. This vast difference can be seen in the transfer functions and filter kernels of standard and wide filters (depicted in previous sub-sections) as well as in the widths of such filters noted in Table IV.
Figure 11: Sets of simulations on hexes comparing dynamic model results with different test filters. (a) Two simulations, one with filter S1, the other with filter W1, and both with $\kappa = 0.680$. (b) Two simulations, one with filter S2, the other with filter W2, and both with $\kappa = 0.680$. (c) Two simulations, one with filter S1, the other with filter W1, and both with $\kappa = 0.544$. (d) Two simulations, one with filter S2, the other with filter W2, and both with $\kappa = 0.544$. For all plots, ---: standard filter S1 or S2; •: wide filter W1 or W2.
Table 4: Summary of filter width ratio squares, $\alpha$, used for simulations on hexes. All test filters widths are based on $G(k^*) = 0.75$. $\alpha \equiv (\hat{\Delta}/\Delta)^2 = \kappa(\hat{\Delta}/h)^2$.

<table>
<thead>
<tr>
<th>Filter</th>
<th>SET 1 ($\kappa = 0.680$)</th>
<th>SET 2 ($\kappa = 0.544$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>5.00</td>
<td>4.00</td>
</tr>
<tr>
<td>W1</td>
<td>14.3</td>
<td>11.5</td>
</tr>
<tr>
<td>S2</td>
<td>6.51</td>
<td>5.21</td>
</tr>
<tr>
<td>W2</td>
<td>15.9</td>
<td>12.7</td>
</tr>
</tbody>
</table>

The quality of a given simulation could be linked to the choice of $\kappa$ (two choices of $\kappa$ were given in Table IV and Figure 11), resulting in a tuning parameter. Rather than view $\kappa$ in this way, we choose to view it as a property of the discretization (correcting the choice of $h$ for $\Delta$). The fact that each particular choice of $\kappa$ leads to near identical results across a wide variety of properly characterized filters confirms that $\kappa$ is independent of filter type and thus a property of the numerical method and possibly the flow. As can be seen in Table IV, the first choice of $\kappa = 0.680$ results in $\alpha = 5$, while the second choice ($\kappa = 0.544$) results in $\alpha = 4$. Clearly, neither of these choices is optimal (as is shown in Figure 10) but again, that is not our goal, rather as we will see later, our new method of dynamically determining the filter width ratio requires only that results of two properly characterized filters with the same value of $\kappa$ return similar results (i.e. that $\kappa$ be independent of filter choice).

### 3.3.3 Numerical results on tets and wedges

Similar to what is done in the previous sub-section, here we present sets of simulations with tetrahedral and wedge elements. In all sets, the test filter widths were computed based on the average radial wavenumber of the closed isosurface defined by $G(k^*) = 0.85$. Note that in the previous sub-section we used $G(k^*) = 0.75$, instead of $G(k^*) = 0.85$, to obtain widths of test filters on hexes. The reason we did not use $G(k^*) = 0.85$ for hexes is that it leads to high filter widths compared to tets and wedges. For example, looking at Tables I and II we see that $G(k^*) = 0.85$ leads to filter widths which for hexes are approximately two times greater than for tets. For consistency regardless of topology, we choose a value of $G(k^*)$ which leads to filter widths which are of the same order for hexes, tets, and wedges. Looking at Tables I, II, and III, we see that $G(k^*) = 0.75$ for hexes leads to filter widths which are...
Table 5: Summary of filter width ratio squares, $\alpha$, used for simulations on tets. All test filters widths are based on $G(k^*) = 0.85$. $\alpha \equiv (\tilde{\Delta}/\Delta)^2 = \kappa(\Delta/h)^2$.

<table>
<thead>
<tr>
<th>Filter</th>
<th>SET 1 ($\kappa = 1.0$)</th>
<th>SET 2 ($\kappa = 0.558$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>7.17</td>
<td>4.00</td>
</tr>
<tr>
<td>W1</td>
<td>21.0</td>
<td>11.7</td>
</tr>
<tr>
<td>S2</td>
<td>8.51</td>
<td>4.75</td>
</tr>
<tr>
<td>W2</td>
<td>22.4</td>
<td>12.5</td>
</tr>
</tbody>
</table>

Table 6: Summary of filter width ratio squares, $\alpha$, used for simulations on wedges. All test filters widths are based on $G(k^*) = 0.85$. $\alpha \equiv (\tilde{\Delta}/\Delta)^2 = \kappa(\Delta/h)^2$.

<table>
<thead>
<tr>
<th>Filter</th>
<th>SET 1 ($\kappa = 1.0$)</th>
<th>SET 2 ($\kappa = 0.558$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>10.8</td>
<td>4.00</td>
</tr>
<tr>
<td>W1</td>
<td>27.7</td>
<td>11.7</td>
</tr>
</tbody>
</table>

of the same order as those for tets and wedges with $G(k^*) = 0.85$. It must be said that although we have chosen specific values of the filter transfer functions, $G(k)$, for computing filter widths, and this might seem biased, ultimately these values will not have an impact on the results with the new model to be derived. Tables V and VI contain information regarding the filter width ratios used in the simulations. In Figure 12 we plot simulation results on tets corresponding to the filter width ratios noted in Table V. Once again, we see the robustness of the dynamic model as it gives nearly identical results regardless of the test filter. In Figure 13 we plot simulation results on wedges corresponding to the filter width ratios noted in Table VI. Once again, results are nearly identical results regardless of the test filter.

Our simulations on hexes, tets and wedges, have shown that results are invariant as long as the filter widths are consistently computed with definitions given. This is an important conclusion because as was originally discussed by Lund [5], often in the literature [11] differences in simulation results have been incorrectly attributed to using test filters of different shapes as a result of not computing test filter widths with a proper definition. Furthermore, it is important to note that results are invariant to test filters on a set or fixed topology. Thus, for a fixed topology we can say that the optimal value of parameter $\kappa$ ($\kappa_{opt}$) such that results match experimental
Figure 12: Sets of simulations on tets comparing dynamic model results with different test filters. (a) Two simulations, one with filter S1, the other with filter W1, and both with $\kappa = 1.0$. (b) Two simulations, one with filter S2, the other with filter W2, and both with $\kappa = 1.0$. (c) Two simulations, one with filter S1, the other with filter W1, and both with $\kappa = 0.588$. (d) Two simulations, one with filter S2, the other with filter W2, and both with $\kappa = 0.588$. For all plots, --- : standard filter S1 or S2; • : wide filter W1 or W2.
data well, is independent of the test filter used and solely dependent on the discretization. The difficulty now shifts to finding the value of $\kappa_{opt}$, which in turn provides the optimal value of the filter width ratio squared ($\alpha$). Finally, our results give us confidence that the scale-invariance assumption in the dynamic model is not being violated. If it were being violated, then resulting spectra with standard (S) test filters would be much different than resulting spectra with wide (W) test filters. This is important as we will rely on the scale-invariance assumption for our up-coming derivations and tests.

4 Dynamic formulation of the filter width ratio

In this section we make use of results of the previous section to derive a formulation for dynamic computation of the model parameter $\alpha$. Recall the subgrid-scale stress resulting from filtering the Navier-Stokes equations with what we referred to as a primary filter:

$$\tau_{ij} = \overline{u_i u_j} - \overline{u_i} \overline{u_j}.$$  

(30)
and recall the subtest-scale stress resulting from successive filtering of the Navier-Stokes equations with the primary filter and a test filter:

\[ T_{ij} = \hat{u}_i \hat{u}_j - \hat{u}_i \hat{u}_j. \]  

(31)

Analogously, successively filtering the Navier-Stokes equations with the primary, test, and a second test filter yields the following secondary subtest-scale stress:

\[ T_{ij} = \tilde{u}_i \tilde{u}_j - \tilde{u}_i \tilde{u}_j. \]  

(32)

In what remains of this work, the stress in (30) will be referred to as the stress at the \( G_\Delta \)-level where \( G_\Delta \) denotes the primary filter kernel of width \( \Delta \). Similarly, the stress in (31) will be referred to as the stress at the \( G_\Delta \)-level, where \( G_\Delta \) denotes the filter kernel of width \( \Delta \) resulting from successive applications of the primary and a test filter. Finally, the stress in (32) will be referred to as the stress at the \( G_{\Delta^*} \)-level, where \( G_{\Delta^*} \) denotes the filter kernel of width \( \Delta^* \) resulting from successive applications of the primary filter, the test filter, and a second test filter. In summary, we will be working with three filter kernels: \( G_\Delta, G_{\Delta^*}, \) and \( G_{\Delta^*} \).

Under the assumption of scale-invariance, the deviatoric portions of the stresses at the \( G_\Delta \)-level and at the \( G_{\Delta^*} \)-level are represented through the Smagorinsky model in (3) and (9), respectively. Analogously, the deviatoric portion of the stress at the \( G_{\Delta^*} \)-level can be modeled as

\[ T_{ij}^d = -2(C_s \Delta^*)^2 |\tilde{S}| \tilde{S}_{ij}, \]  

(33)

where the strain rate tensor, \( \tilde{S}_{ij} \), and its norm, \( |\tilde{S}| \) are based on the triple-filtered velocity \( \tilde{u}_i \).

An analogous identity to that of Germano, this time between the stresses at the \( G_{\Delta^*} \)-level and the \( G_{\Delta^*} \)-level, leads to

\[ Q_{ij} = T_{ij} - \tilde{T}_{ij}, \]  

(34)

which can be modeled through the Smagorinsky-type expressions in (9) and (33) and can be expressed through resolved quantities as

\[ Q_{ij} = \tilde{u}_i \tilde{u}_j - \tilde{u}_i \tilde{u}_j \]  

(35)

by using (31) and (32). The square of the difference between the modeled and resolved expressions for the the deviatoric portion of \( Q_{ij} \) (\( Q_{ij}^d \)) is given
as $D_{ij}D_{ij}$, where

$$D_{ij} = Q_{ij}^d - 2(C_s\tilde{\Delta})^2N_{ij}. \tag{36}$$

Here,

$$N_{ij} = |S_iS_j - \gamma|S_i|S_j|, \tag{37}$$

where $\gamma = (\tilde{\Delta}/\tilde{\Delta})^2$. Minimization of (36) with respect to $C_s$ leads to

$$(C_s\tilde{\Delta})^2 = \frac{1}{2} \frac{\langle Q_{ij}N_{ij} \rangle}{\langle N_{kl}N_{kl} \rangle}, \tag{38}$$

where $Q_{ij}$ in (35) is used. The brackets denote averaging over spatially homogeneous directions, such as is done in expression (12). Notice that tensor $N_{ij}$ requires knowledge of a ratio between filter widths, $\gamma$, analogous to tensor $M_{ij}$ in (11). The ratio $\gamma$ can be expressed as

$$\gamma = \left(\frac{\tilde{\Delta}}{\Delta}\right)^2 = \frac{(\tilde{\Delta}/\Delta)^2}{(\Delta/\Delta)^2}. \tag{39}$$

The denominator in the previous expression is precisely the square of the filter width ratio, $\alpha$, in (11) when standard filters S1 or S2 are used as the test filter in the dynamic model. The numerator is $\alpha$ when wide filters W1 or W2 are used as the test filter in (11). Re-defining $\alpha$ in the way of (29), $\gamma$ becomes

$$\gamma = \frac{(\tilde{\Delta}/\Delta)^2}{(\Delta/\Delta)^2} = \frac{\kappa_1(\tilde{\Delta}/h)^2}{\kappa_2(\Delta/h)^2}, \tag{40}$$

where $\tilde{\Delta}$ is the width of the wide test filter and $\Delta$ is the width of the standard test filter. It was concluded in the previous section that dynamic model results are independent of the test filter (S1, S2, W1, or W2) as long as the test filter width is computed accurately and consistently. Dynamic model results with the different filters developed here are nearly indistinguishable thus, $\kappa_1 \approx \kappa_2$ can be taken, leading to

$$\gamma = \frac{\kappa_1(\tilde{\Delta}/h)^2}{\kappa_2(\Delta/h)^2} = \left(\frac{\tilde{\Delta}}{\Delta}\right)^2, \tag{41}$$

where the last ratio involves the widths of the wide test filter and the standard test filter. This ratio between test filters can be computed with the
definition shown and used earlier, giving rise to at least an approximate expression for $\gamma$ and thus $(C_s\hat{\Delta})^2$ in (38).

Next, we divide the expression in (38) by that in (12) leading to

$$\alpha = \left( \frac{\hat{\Delta}}{\Delta} \right)^2 = \frac{\langle Q_{mn}N_{mn} \rangle}{\langle N_{pq}N_{pq} \rangle} \frac{\langle M_{kl}M_{kl} \rangle}{\langle L_{ij}M_{ij} \rangle}$$

(42)

Recall that $(C_s\hat{\Delta})^2 = \langle Q_{mn}N_{mn} \rangle / \langle N_{pq}N_{pq} \rangle$ can be approximately computed as was previously described, and $M_{ij}$ in (11) is a function of $\alpha$. Hence, expansion of (42) leads to the following quadratic algebraic equation for $\alpha$:

$$c_0 - c_1\alpha + c_2\alpha^2 = 0,$$

(43)

where

$$c_2 = \frac{\langle Q_{mn}N_{mn} \rangle}{\langle N_{pq}N_{pq} \rangle} \left( \langle \hat{S}_{ij}^2\hat{S}_{ij}\hat{S}_{ij} \rangle + \langle L_{ij}\hat{S}_{ij}\hat{S}_{ij} \rangle \right)$$

$$c_1 = 2 \frac{\langle Q_{mn}N_{mn} \rangle}{\langle N_{pq}N_{pq} \rangle} \left( \langle \hat{S}_{ij}\hat{S}_{ij}\hat{S}_{ij}\hat{S}_{ij} \rangle + \langle L_{ij}\hat{S}_{ij}\hat{S}_{ij} \rangle \right)$$

(44)

$$c_0 = \frac{\langle Q_{mn}N_{mn} \rangle}{\langle N_{pq}N_{pq} \rangle} \left( \langle \hat{S}_{ij}\hat{S}_{ij}\hat{S}_{ij}\hat{S}_{ij} \rangle \right).$$

Solution of the quadratic equation in (43) yields a dynamic filter width ratio, which can be used to calculate the dynamic model coefficient in (12). The only input parameter is the ratio between the widths of the test filters in (41), $(\hat{\Delta}/\hat{\Delta})^2$, which can be directly computed once the filters have been defined. Note that the width of the grid filter is no longer required.

### 4.1 Numerical results with DFWR

The finite element-based filters presented in Section 3 lend perfectly for implementation of the dynamic filter width ratio. In expressions (38), (43), and (44), filter $S_1$ or $S_2$ can act as the first test filter, denoted with an over-hat. Furthermore, the trapezoidal filter can act as the second test filter denoted with an over-tilda. Recall that application of filter $S_1$ or $S_2$ followed by application of the trapezoidal filter yields wide filters $W_1$ or $W_2$, respectively. Thus, we refer to using filter $S_1$ and the trapezoidal filter to compute the dynamic model parameter $\alpha$ through (43) as DFWR with $S_1$ and $W_1$. Furthermore, we refer to using filter $S_2$ and the trapezoidal filter to compute the dynamic filter width ratio $\alpha$ through (43) as DFWR with $S_2$ and $W_2$. 
Figure 14: Dynamic model simulations on hexes with DFWR. Energy spectra at $t_{98}$ are shown on the left and temporal evolution of the filter width ratio squared is shown on the right. ———: DFWR with $(\tilde{\Delta}/\overline{\Delta})^2 = 2.9$ and filters S1 and W1; ----: DFWR with $(\tilde{\Delta}/\overline{\Delta})^2 = 2.4$ and filters S2 and W2.

In Figures 14, 15, and 16, we present isotropic turbulence simulations results using DFWR on hex, tet, and wedge grids. Here we see that the resulting energy spectra at $t_{98}$ match the experimental spectrum quite well, demonstrating the success of the DFWR formulation. The DFWR has essentially obviated the importance of the width of the undefined grid filter by spectrally sampling the resolved field and inherently extracting this information. In Figures 14, 15, and 16 we also see the temporal evolution of predicted filter width ratios squared ($\alpha$). Though one might be concerned about encountering complex solutions to (43), every step of each simulation performed with this model yielded two positive, real roots. The second root, which we do not use, yields values for $\alpha$ of $O(10)$, leading to low values of the model coefficient.

With the difficulty of determining the dynamic model parameter $\alpha$ in (12) out of the way, we can truly say that the dynamic model on grids of hexahedral, tetrahedral, and wedge elements performs equally well at least for decaying isotropic turbulence. Despite the vast difference between standard and wide test filters and despite the directional bias introduced by the tet and wedge grids and the test filters on these topologies, the model can adequately represent the cascading transfer of energy that occurs in decay of isotropic turbulence.
Figure 15: Dynamic model simulations on tets with DFWR. Energy spectra at $t_{98}$ are shown on the left and temporal evolution of the filter width ratio squared is shown on the right. \text{- - - - -} : DFWR with $(\Delta/\bar{\Delta})^2 = 2.9$ and filters S1 and W1; \text{-----} : DFWR with $(\Delta/\bar{\Delta})^2 = 2.6$ and filters S2 and W2.

Figure 16: Dynamic model simulations on wedges with DFWR and $(\Delta/\bar{\Delta})^2 = 2.6$ Energy spectra at $t_{98}$ are shown on the left and temporal evolution of the filter width ratio squared is shown on the right. DFWR uses filters S2 and W2.
Table 7: Limiting values of test filter width ratios $\Delta/\bar{\Delta}$ for filters on hexes.

<table>
<thead>
<tr>
<th>$G(k^*)$</th>
<th>(width of W1)$^2$/ (width of S1)$^2$</th>
<th>(width of W2)$^2$/ (width of S2)$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>2.75</td>
<td>2.37 $\approx$ 2.4</td>
</tr>
<tr>
<td>0.65</td>
<td>$2.86 \approx 2.9$</td>
<td>2.43 $\approx 2.4$</td>
</tr>
<tr>
<td>0.75</td>
<td>$2.87 \approx 2.9$</td>
<td>2.44 $\approx 2.4$</td>
</tr>
<tr>
<td>0.85</td>
<td>$2.91 \approx 2.9$</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Table 8: Limiting values of test filter width ratios $\tilde{\Delta}/\bar{\Delta}$ for filters on tets.

<table>
<thead>
<tr>
<th>$G(k^*)$</th>
<th>(width of W1)$^2$/ (width of S1)$^2$</th>
<th>(width of W2)$^2$/ (width of S2)$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>2.71</td>
<td>2.51</td>
</tr>
<tr>
<td>0.65</td>
<td>$2.82 \approx 2.8$</td>
<td>2.57 $\approx 2.6$</td>
</tr>
<tr>
<td>0.75</td>
<td>$2.89 \approx 2.9$</td>
<td>2.59 $\approx 2.6$</td>
</tr>
<tr>
<td>0.85</td>
<td>$2.92 \approx 2.9$</td>
<td>2.63 $\approx 2.6$</td>
</tr>
</tbody>
</table>

4.2 Test filter widths in the DFWR

The only information required in the formulation of DFWR is the width of the standard and wide test filters used. More specifically, we need the ratio between the width of the wide filter and the width of the standard filter, $\bar{\Delta}/\Delta$, referred to as the test filter width ratio. Recall that the width of these filters was defined as $\pi/k_r^*$, where $k_r^*$ is the average radial wavenumber for which the filter transfer function is a specified value. Here, we discuss how we choose this value. In Tables I and II we presented test filter widths for various specified values of the transfer functions of standard and wide filters on hexes and tets. From these tables we see that as the specified value of the transfer functions varies between 0.5 and 1.0, the ratio between the filter widths of $W1$ (viz. $W2$) and $S1$ (viz. $S2$) is roughly constant. We choose this constant as the test filter width ratio in DFWR. The nearly constant behavior of the test filter widths is made clear by Tables VII and VIII. Although not shown in the tables, a similar behavior was found between standard and wide test filters on wedges.
5 Conclusion

The filter width ratio parameter can play a major role in dynamic model results, especially for simulations performed on relatively coarse grids. It was shown that dynamic model results of isotropic turbulence can be independent of the test filter used as long as its width is consistently computed. This lends credibility to the dynamic procedure as it should yield a Smagorinsky coefficient depending only on the properties of the grid filter (numerical method). In this article we have used this property of the dynamic procedure to obtain accurate estimation of the filter width ratio (referred to as DFWR) leading to accurate simulation results for decaying isotropic turbulence. It is important to note that DFWR as well as the dynamic model and other variants (i.e. dynamic mixed models) all rely on the scale-invariance assumption. Thus, in non-equilibrium flows, low Reynolds number turbulent flows, or very coarse grid simulations, for which the scale-invariance assumption is often violated, DFWR could potentially worsen this violation by injecting errors directly into the dynamic model via bad estimates of the filter width ratio. With this in mind, future research will focus on generalizing DFWR for flows or simulations in which scale-dependency of the dynamic model is required. Furthermore, in the near future, we hope to apply the dynamic estimation of the filter width ratio in channel flows.
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