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ABSTRACT

When simulating turbulent flows using Large-Eddy Simulations (LES) or Di-

rect Numerical Simulations (DNS), imposing correct instantaneous flow quantities

at the inflow boundary is a challenge. Indeed, inflow fluctuations need to preserve

the turbulent characteristics of the upstream flow that is not simulated. In this

thesis, the rescaling recycling method for imposing boundary conditions at the in-

flow of turbulent boundary layer simulations is developed. The inflow conditions are

rendered more physically meaningful by rescaling the instantaneous solution from

an internal plane normal to the wall located inside the computational domain using

self-similarity of the boundary layer velocity profile at each time step of the simu-

lation. Thus the fluctuations at the inflow incorporate correct turbulent structures.

This operation enables a reduction of the needed computational domain.

In addition, the rescaling recycling method was implemented in a finite ele-

ment software using unstructured meshes to expand its application to curved do-

mains (pipes, contracting or expanding nozzles). The important issue when using

unstructured meshes is that the recycle plane from which the solution is rescaled is

virtual and as such the solution must first be interpolated on that plane before the

method can be applied.

In this thesis, the LES solutions are presented for zero pressure gradient flat

plate turbulent boundary layer using two different scaling laws. First the scaling

law developed by Lund, Wu and Squires (LWS) is used. An alternative scaling is

also developed based on the theory by George and Castillo that incorporates the

local Reynolds number dependence. It was found that the alternative scaling gives

statistically similar flow profiles to those obtained by the LWS scaling, but the

Reynolds number based on momentum thickness was 3% higher. The numerical

results were found to be in good agreement with experimental data.

x



CHAPTER 1

INTRODUCTION AND LITERATURE REVIEW

Turbulence is still one of few unsolved problems in fluid dynamics. Better

understanding of this field would benefit manufacturing and other industries, like

the automotive and aeronautic industries. Not only physical and mathematical

characterization of turbulence is needed, but also its numerical simulation needs to

be improved.

Finite Element Methods (FEM) are frequently used in Computational Fluid

Dynamics (CFD) to study unsteady and turbulent flows. The simulations of fluid

dynamics problems are usually computationally expensive due to the large number

of mesh elements since three dimensional calculations are often necessary. Conse-

quently, it is of interest to consider if simplifications and assumptions on the studied

flow can produce acceptable results for the finite amount of computational resources

at hand.

The most common numerical simulation techniques for CFD are Reynolds-

Averaged Navier-Stokes Simulation (RANSS), Direct Numerical Simulation (DNS)

and Large-Eddy Simulation (LES). In RANSS the simulation of the mean quantities

are calculated and the Reynolds stresses are modeled in terms of various statistical

fields (turbulent kinetic energy, dissipation, Reynolds stresses) using different models

(k − ε [31], mixing-length, Spalart and Allmaras [52] to name just a few [66]).

RANS simulations are computationally relatively inexpensive and widely used over

a broad range of Reynolds numbers and complex flows. In RANS simulations only

mean quantities need to be imposed at the inflow boundary, but, since so much

of the turbulence is “built in” to the model, solutions are only as good as the

model used. DNS simulations resolve Navier-Stokes equations on the whole domain

directly. The solution obtained by this method is the most accurate, but as all the

different turbulent scales are computed, the mesh of the domain must be very fine

so that even the smallest scales can be resolved. This method is computationally

the most expensive and can only be applied to small, relatively simple domains and

1
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it is limited to very low Reynolds numbers. LES was developed to bridge the gap

between RANS simulations and DNS. LES is a computation in which the large eddies

are computed and the smallest, called subgrid-scale (SGS), eddies are modeled using

the Smagorinsky eddy viscosity [49] or the dynamic SGS model [20, 36, 60].

For both DNS and LES computations, the mean boundary conditions need to

be complemented by also imposing fluctuations of the computed quantities. Mean

quantities can be computed by a RANS simulation (subject to their incumbent mod-

eling error), but imposing physical fluctuations as boundary conditions is a problem

in itself. This research focuses on the method of imposing physically meaningful

fluctuation boundary conditions at the inlet of a boundary layer simulation.

1.1 Turbulent Inflow Generation Techniques

Different techniques are presented in literature that were used to impose fluc-

tuations on boundaries of simulation domains. As fluctuations are instantaneous

quantities, they cannot be approximated by simple equations. Thus when imposing

them on the inlet boundary the variation in time must be included, but keeping

their time average null.

One way to impose the fluctuations is to extract them from experimental data.

Druault et al. [13] generate the three-dimensional turbulent inlet conditions through

an interface that extracts turbulence information from an experiment using proper

orthogonal decomposition and reconstructs the needed time-varying quantities at

the inlet mesh grid points.

Another way is the use of hybrid methods that attempt to combine RANSS

and LES into one simulation by modifying the RANS Reynolds-stress tensor to

incorporate subgrid eddy viscosity solely based on mesh element size to distinguish

the RANSS region from the LES [4].

In nature laminar flow will go through a transition region before becoming

turbulent. This idea can also be used when simulating a spatially-developing turbu-

lent boundary. By starting far upstream using laminar flow with some disturbances,

natural transition to turbulence can occur. This approach was used for simulation

of the transition process [45] and has the advantage that no turbulent fluctuations



3

are needed at the inlet. This procedure is not applicable for many turbulent flow

simulations because simulating the transition is already costly and coupling it with

downstream simulation of turbulence becomes prohibitively expensive.

Instead of simulating the entire transition region, most often the inflow bound-

ary is displaced upstream by a short distance where random fluctuations are super-

posed over a desired mean velocity profile. The amplitude of the random fluctuations

can be constrained to satisfy Reynolds stress tensor. As no information exists for

the phase, a lengthy development section is still needed. This method is still widely

used to simulate turbulent inflow data. Lee et al. [35] used it for direct numeri-

cal simulation (DNS) of compressible isotropic turbulence, Rai and Moin [45] for

producing isotropic free-stream disturbances in DNS of laminar to turbulent tran-

sition of a boundary layer and Le et al. [34] extended it to generate anisotropic

turbulence for DNS of a backward facing step. A developing section of as much

as 20 boundary layer thicknesses was needed to recover the correct skin friction.

However, much better results are obtained by using a separate simulation for the

inflow generation which is incorporated to the main simulation once the inflow data

becomes stationary.

In the work of Lund [38] and Lund and Moin [39] a fully developed bound-

ary layer-like mean profile is obtained using periodic boundary conditions in the

streamwise and spanwise direction and vanishing vertical velocity and derivatives

in spanwise and streamwise directions at the upper domain boundary to generate

the inflow condition for LES of a boundary layer on a concave wall. A development

section was still needed because the obtained inflow boundary layer had no mean

advection. Spalart [53] developed a method to account for spatial growth in simu-

lations with periodic boundary conditions by adding a source terms to the Navier-

Stokes equations [54] arising from a coordinate transformation that minimizes the

streamwise inhomogeneity. Lund, Wu and Squires [40] modified the Spalart method

[54] by simplifying the approach: only the boundary conditions are transformed as

opposed to the entire solution domain.

In section 3.2 the scaling used in Lund, Wu and Squires (LWS) [40] method is

explained as it is the scaling most widely used in literature when extracting mean
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and fluctuations from the interior for application at the inflow and it will be the

foundation of the present work. Stolz and Adams [56] use LWS scaling for LES of

supersonic boundary layers. In the paper by Segaut et al. [47] it is one of several

scalings which were used for LES of compressible wall-bounded flows. Kong et al.

[33] expanded the LWS scaling for temperature when doing a DNS of turbulent

thermal boundary layers. In some of these cases two simulations were performed.

The first simulation, or pre-simulation, rescales and recycles the flow solution from

some plane inside the domain using the LWS method to obtain meaningful turbulent

fluctuations at the inflow of the second, main simulation. Once the flow from the

first simulation becomes statistically stationary, the solution for the mean flow com-

ponents and their fluctuations is extracted from the appropriate location and used

as the boundary condition on the inlet plane of the second simulation of the studied

flow. In these cases it is assumed that the turbulence achieved in the first simulation

which contains information about the flow upstream of the simulation domain is the

same in the main simulation. In other words, it is assumed that the same upstream

conditions are present in both simulations. This assumption is violated when the

main simulation has a non zero pressure gradient because the pre-simulation is a

simulation of the turbulent boundary layer with zero pressure gradient.

This method of imposing boundary conditions on mean and fluctuating quan-

tities at the inlet plane by extracting the turbulence information from a downstream

location will be called rescaling recycling method. In the present research, the rescal-

ing recycling method is implemented without the need of a separate fluctuation

generation simulation. Indeed, the inflow data is generated concurrently with the

ongoing simulation by sampling the boundary layer at some distance downstream

of the flow. At each simulation’s time step, this method is used to update the flow

solution at the inflow boundary after the Navier-Stokes equations (filtered for LES

or not for DNS) were solved inside the domain for the current time step.

1.2 Influence of upstream conditions

LWS scaling was based on single point turbulence models of boundary layers.

Single point turbulence assumes that the turbulence is dynamically similar every-
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where in the flow if nondimensionalized with local length and time scales. This is

called self-preservation of turbulent flows [62]. It is supposed that turbulent flows do

not have memory of their origins. The traditional view in the turbulence community

is that flows achieve a self-preserving state by becoming asymptotically independent

of their initial conditions as described by Townsend in [63]. Upstream conditions

influence how the flow is started, but in the far-field, the single point turbulence

assumes that the flow is independent of them. So turbulence can be modeled by its

local properties.

But over the past three decades the experimental evidence implies that this

view of turbulence is oversimplified. There is a wide scatter in experimental results

found in literature ∼ ±30% [37, 21, 12, 42, 46, 41] that is too large to attribute solely

to measurement errors and difference in experimental techniques. So experiments

seem not to validate the traditional view where everything collapses together even

with different upstream conditions.

Turbulence cannot be scaled by a single length scale. Batchelor [3] argued that

high Reynolds number turbulent flows require at least separate scales for energy-

containing eddies and for the dissipative scales. Wygnanski et al. [67] show that

growth of wakes arising from different source conditions are also different because

drag sources have finite dimensions. Similarly the source of momentum of real jets

have finite dimensions, and also finite rate of mass and energy, so it is difficult to

model them as a point source of momentum. Experimentally it was shown that

growth of jets arising from different source conditions are also different [22].

Traditionally it was thought that all shear flows of a given class, i.e. boundary

layers, wakes, jets, collapse to the same flow profile regardless of their upstream con-

ditions. Lately the research done tends to show that this is not true, but that even

if flow profiles still collapse they will collapse to different curves depending on their

starting conditions. For example, in [41] the solution of passive scalar for axisym-

metric jets was studied by comparing their experimental results to experiments from

literature obtained for round jet with different nozzle types. By self-preservation this

quantity is independent of the distance in the far-field and asymptotes to horizontal

lines. For true self-preservation all experimental results would collapse to the same
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line as they are all round jets, but this is not the case. Instead, results from same

experiments collapse together and each experimental result asymptotes to different

horizontal line. This implies that upstream conditions determine to which line the

solution will collapse.

The divergence between the theory of self-preservation and experimental re-

sults inspired George [16] to develop the self-similarity concept where upstream

conditions continue to influence the shear flows even in the far-field. The flows are

classified into three categories:

Fully self-preserving flows where self-preservation is present at all orders of the

turbulence momentum and Reynolds stress equations and at all scales of mo-

tion.

Partially self-preserving flows where the self-preservation is at the level of mean

momentum equations only (or up to certain order of scales)

Locally self-preserving flows where the profiles scale with local quantities, but

equations of motion do not admit to self-preserving solutions.

This classification leads to two conjectures hypothesized by George [16]. If

the equations of motion, boundary and initial conditions governing the flow admit

to self-preserving solutions, then the flow will always asymptotically behave in this

manner. And if they do not admit to fully self-preserving solutions, the flow will

adjust itself as closely as possible to a state of full self-preservation. The second

conjecture includes partial and local self-preservation states.

In a subsequent paper [17] the Asymptotic Invariance Principle (AIP) was

developed to reconsider the theoretical foundations of the law of the wall and the

velocity deficit law of the classical theory as only the law of the wall is derivable

using AIP theory. AIP arrives to an alternate velocity deficit equation where the

velocity deficit is scaled with U∞ instead of uτ [15, 18, 19].

In this work, an alternate scaling equations are proposed in section 3.3. This

scaling is based on AIP theory which incorporates the local Reynolds number de-

pendence.
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1.3 Overview

The rescaling recycling method is developed to complement the Large-Eddy

Simulation software that will be called Parallel Hierarchic Adaptive Stabilized Tran-

sient Analysis (PHASTA). PHASTA uses the Streamline Upwind Petrov-Galerkin

(SUPG) finite element method. In chapter 2 first the compressible and incom-

pressible finite element equations are presented in sections 2.1 and 2.2 respectively.

Section 2.3 explains briefly LES equations that are used in PHASTA.

Chapter 3 focuses on the theory of the rescaling recycling boundary condition.

In section 3.1, a general framework is developed to describe the rescaling recycling

equations with no specific scaling laws. Next two specific scaling laws are presented:

LWS scaling in section 3.2 and the alternate scaling in section 3.3. In this manner,

if new scalings are developed, they can easily be incorporated and implemented.

The specific implementation of the rescaling recycling method presented in

chapter 4 will be called the Scaled Plane Extraction Boundary Condition or SPEBC

for short. First, we explain how the flow solution is rescaled and extracted from

downstream to be used as the boundary condition on the inflow in sections 4.1 and

4.2. Then some considerations for axisymmetric implementation are discussed in

section 4.3 and the specific case if structured 2D meshes exist at both inlet and

recycle planes is explained in section 4.4. Finally other implementational consid-

erations are discussed in section 4.5. Those are parallel implementation (4.5.1),

homogeneous averaging in unstructured meshes (4.5.2) and calculation of boundary

layer thickness derivatives (4.5.3) needed for the alternative scaling presented in 3.3.

The implementation is validated by the simulation of the laminar flat plate

boundary layer in the first section of chapter 5. This chapter also presents results

for turbulent flat plate boundary layers simulations using both LWS scaling and the

alternate scaling. The zero pressure gradient turbulent flat plate boundary layer

solution is compared to experimental data of Castillo and Johansson [9], Smits and

Smith [50, 51] and Purtell, Klebanoff and Buckley [44], as well as some DNS results

by Adrian and Tomkins [1, 2]. Finally future work is discussed in chapter 6.



CHAPTER 2

FINITE ELEMENT FORMULATION

In this chapter the finite element formulation will be described. As the recycling-

rescaling boundary condition can be used for both compressible and incompressible

cases the finite element formulation for both cases will be shown.

2.1 Compressible flow formulation

Starting from the compressible Navier-Stokes equations written in conservative

form (see Jansen [29, 27] for details):

• Continuity equation:

ρ,t + [ρui],i = 0 (2.1)

• Momentum equations:

[ρui],t + [ρuiuj],j + p,i = τij,j + bi (2.2)

• Energy equation:

[ρetot],t + [ρuietot],i + [uip],i = [τijuj],i + bjuj + r (2.3)

These equations (2.1 - 2.3) can be written in compact form as follows:

U ,t + F i,i = F (2.4)

where

U = {Ui} = ρ


1

ui

etot

 , F i = uiU + p


0

δij

ui

︸ ︷︷ ︸
F adv

i

+


0

−τij

−τik uk + qi

︸ ︷︷ ︸
F diff

i

(2.5)

8



9

and

τij = 2µ(Sij(u)− 1

3
Skk(u)δij), Sij(u) =

ui,j + uj,i

2
(2.6)

qi = −κT,i, etot = e +
uiui

2
, e = cvT (2.7)

In these equations the variables are: the velocity ui, the density ρ, the pressure

p, the temperature T and the total energy etot. Finally F is a body force (or source)

vector:

F =


0

bi

bkuk + r

 (2.8)

U is the vector of conservative variables, as discussed in Hauke and Hughes [24],

it is often not the best choice of solution variables, particularly when the flow is

nearly incompressible. Instead the pressure-primitive variables (the pressure p, the

velocity ui and the temperature T ) are used:

Y =



Y1

Y2

Y3

Y4

Y5


=



p

u1

u2

u3

T


(2.9)

For the specification of the methods that follow, it is helpful to define the

quasi-linear operator as

L ≡ A0
∂

∂t
+ Ai

∂

∂xi

− ∂

∂xi

(Kij
∂

∂xj

) (2.10)

Here A0 = U
,Y is the change of variables metric, Ai = F adv

i,Y is the ith Euler

Jacobian matrix, and Kij is the diffusivity matrix, defined such that −KijY ,j =

F diff
i . For a complete description of A0,Ai and Kij, the reader is referred to [23, 25].

Using this, the equation (2.4) can be written simply as LY = F .

To proceed with the finite element discretization of the Navier-Stokes equations

(2.4), the finite element approximation spaces must be defined. First, let Ω̄ ⊂
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R3 represent the closure of the physical spatial domain (i.e. Ω ∪ Γ where Γ is

the boundary). The boundary is decomposed into portions with natural boundary

conditions, Γh, and essential boundary conditions, Γg, i.e., Γ = Γg∪Γh. In addition,

H1(Ω) represents the usual Sobolev space of functions with square-integrable values

and derivatives on Ω.

Next, Ω is discretized into nel finite elements, Ωe. With this, the trial solution

space for the semi-discrete formulations is

Vh = {Y |Y (·, t) ∈ H1(Ω)m, t ∈ [0, T ], Y |x∈Ωe ∈ Pk(Ω
e)m, Y (·, t) = g on Γg},

(2.11)

and the weight function space is

Wh = {W |W (·, t) ∈ H1(Ω)m, t ∈ [0, T ], W |x∈Ωe ∈ Pk(Ω
e)m, W (·, t) = 0 on Γg},

(2.12)

where Pk(Ω
e), is the space of all polynomials defined on Ωe, complete to order k ≥ 1,

and m is the number of degrees of freedom (m = 5).

To derive the weak form of equation (2.4), the entire equation is dotted with

a vector of weight functions, W ∈ Wh, and integrated over the spatial domain.

Integration by parts is then performed on the integral with F i to move the spatial

derivatives onto the weight functions. This process leads to the following problem:

• Find Y ∈ Vh such that

0 =

∫
Ω

(W ·A0Y ,t −W ,i · F i −W ·F) dΩ +

∫
Γ

W · F i ni dΓ

+

nel∑
e=1

∫
Ωe

L̂
T
W · τ (LY −F) dΩ (2.13)

This integral equation is known as the weak form. The first line of equation (2.13)

contains the Galerkin approximation (interior and boundary) and the second line

contains the SUPG (Streamline Upwind Petrov Galerkin, see [6] for details) stabi-

lization:

L̂ ≡ Ai
∂

∂xi

(2.14)
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The stabilization matrix τ is an important parameter in these methods and is well

documented in Shakib [48] and in Franca and Frey [14].

To develop a numerical method, the weight functions (W ), the solution vari-

able (Y ), and it’s time derivative (Y ,t) are expanded in terms of basis functions

(typically piecewise polynomials). On element level this is:

W =
nen∑
b=1

Nb (ξ) W e
b (2.15)

Y =
nen∑
a=1

Na (ξ) Y e
a (2.16)

Y ,t =
nen∑
a=1

Na (ξ) Y e
a,t (2.17)

Y ,i =
nen∑
a=1

Na,i (ξ) Y e
a (2.18)

where nen is the number of element nodes and ξ is the local coordinate system.

With some manipulations and inserting equations (2.15 - 2.18) into equation (2.13),

and by noting that W e
b are arbitrary, equation (2.13) becomes:

0 = GB (Y , Y ,t) =

nel∧
e=1

Ge
b (Y , Y ,t) (2.19)

where

Ge
b =

∫
2

[Nb {A0Y ,t −F} −Nb,iF i] Dd2

+

∫
2

L̂Nbτ {LY −F}Dd2 +

∫
2Γ

NbF iniDΓd2Γ (2.20)

The integrals of equation (2.20) are then evaluated using Gauss quadrature resulting

in a system of non-linear ordinary differential equations. Finally this system is

discretized in time via a generalized-α time integrator (see [28]) resulting in a non-

linear system of algebraic equations. This system is in turn linearized with Newton’s

method which yields a linear algebraic system of equations to be solved at each
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Newton iteration.

GA

(
n+αm

Y
(i)
,t ,

n+αf

Y (i)

)
︸ ︷︷ ︸

RA

+

nnp∑
B=1

∂GA

∂

n+αf

Y
(i)
B

(
n+αm

Y
(i)
,t ,

n+αf

Y (i)

)
︸ ︷︷ ︸

MAB

∆

n+αf

Y
(i)
B = 0 (2.21)

In this equation αf and αm are parameters of the generalized-α method. Newton

iterations continue until the non-linear residual is satisfied at each time step, after

which the method proceeds to the next time step, starting the process over again.

2.2 Incompressible flow formulation

The unsteady incompressible Navier-Stokes equations are:

• Continuity:

ui,i = 0 (2.22)

• Momentum:

ρ(u̇i + ujui,j) = −p,i + τij,j + fi (2.23)

where the stress tensor, τij, is the symmetric strain rate tensor as the divergence of

the flow is zero (eq. 2.22) multiplied by the viscosity:

τij = µ(ui,j + uj,i) (2.24)

To discretize these equations for use in the finite element formulation, the physical

spatial domain is represented as in the compressible case. The discrete trial solution

and weight spaces for the semi-discrete formulation of the incompressible Navier-
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Stokes equations are:

Sk
h ={v|v(·, t) ∈ H1(Ω)N , t ∈ [0, T ], v|x∈Ω̄e

∈ Pk(Ω̄e)
N , v(·, t) = g on Γg}, (2.25)

Wk
h ={w|w(·, t) ∈ H1(Ω)N , t ∈ [0, T ], w|x∈Ω̄e

∈ Pk(Ω̄e)
N , w(·, t) = 0 on Γg},

(2.26)

Pk
h ={p|p(·, t) ∈ H1(Ω), t ∈ [0, T ], p|x∈Ω̄e

∈ Pk(Ω̄e)} (2.27)

where Pk(Ω̄e) is the space of all polynomials defined on Ωe, complete to order k ≥ 1.

The local approximation space, Pk(Ω̄e), is same for both the velocity and pressure

variables due to the stabilized nature of the formulation. These spaces represent

discrete subspaces of the spaces in which the weak form is defined.

The stabilized formulation used in the present work is based on the formulation

described by Taylor et al. [58]. Given the spaces defined above, the semi-discrete

stabilized Galerkin finite element formulation applied to the weak form of (2.23) is:

Find u ∈ Sk
h and p ∈ Pk

h such that∫
Ω

{wi (u̇i + ujui,j − fi) + wi,j (−pδij + τij)− q,iui}dx

+

∫
Γh

{wi (pδin − τin) + qun} ds

+

nel∑
e=1

∫
Ω̄e

{τM(ujwi,j + q,i)Li + τCwi,iuj,j} dx

+

nel∑
e=1

∫
Ω̄e

{wi
∆
ujui,j + τ̄

∆
ujwi,j

∆
ukui,k} dx = 0

(2.28)

for all w ∈ Wk
h and q ∈ Pk

h . The boundary integral term arises from the integration

by parts and is only carried out over the portion of the domain with natural boundary

conditions. For simplicity, Li is used to represent the residual of the ith momentum

equation,

Li = u̇i + ujui,j + p,i − τij,j − fi (2.29)
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The third line in the stabilized formulation, (2.28), represents the typical stabiliza-

tion added to the Galerkin formulation for the incompressible set of equations (e.g.

Franca and Frey [14]). The description of the individual terms and the stabilization

parameters for continuity and momentum are discussed in detail by Whiting and

Jansen [65]. The same reference also provides the remaining flow discretization

details.

2.3 Large-Eddy simulation

The rescaling-recycling method is used to develop physically meaningful fluc-

tuations at the inflow of the domain for DNS and LES. In DNS the flow is resolved

completely by the numerical method and no turbulence modeling is needed. In LES

the large-scale of the turbulent flow, carrying most of the energy, is resolved by the

numerical equations and the small-scale unresolved residual motions are modeled

using eddy viscosity. The LES equations are obtained from the Navier-Stokes equa-

tions by applying a homogeneous spatial filter. Let G(x, y, ∆̄) be the filter kernel,

then the filtered velocity is given by

ui(x, t) =

∫
Ω

G(x, y, ∆̄)ui(y, t)dy (2.30)

where ∆̄ is the filter width. The total velocity can then be written as a sum of the

filtered velocity which is resolved and the residual component:

ui = ui + u′′i (2.31)

The LES equations are obtained by filtering the incompressible Navier-Stokes

equations (2.22-2.23):

• Continuity equation

ui,i = 0 (2.32)

• Momentum equations

ui,t + [uiuj],j =
−P ,i

ρ
+ (τ ij − τ

(d)
ij ),j (2.33)
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where the residual stress is given by

τ
(r)
ij = uiuj − uiuj = τ

(d)
ij +

1

3
τ

(r)
kk δij (2.34)

and P is the modified resolved pressure given by

P = p +
1

3
τ

(r)
kk (2.35)

τ
(d)
ij is the deviatoric part of the residual stress that is modeled. The simplest and

most common model is due to Smagorinsky [49] who related the residual stress

tensor τ
(d)
ij to the strain rate tensor through an eddy viscosity:

τ
(d)
ij = −2νT Sij (2.36)

where Sij is

Sij =
1

2
(ui,j + uj,i) (2.37)

and νT is the eddy viscosity given by

νT = CS∆̄2 |S| (2.38)

where

|S| =
√

2SijSij (2.39)

CS is the Smagorinsky constant.

In the LES on finite element topologies, the discretization itself is often the

filter, called the grid filter. In this case the filter width ∆̄ is generally estimated as

the shape of the grid filter is not known.

Other LES model widely used is the dynamic model developed by Germano

et al. [20] and Lilly [36] where the CS parameter is not a constant anymore, but

varies in space and time. This is obtained by filtering the LES equations above

(2.32 - 2.33) a second time using a test filter. This method still has a parameter

that is not completely known. It is the filter width ratio between the two filters.

The filter width from the test filter is easily calculable, but the filter width from
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the primary filter that is the finite element discretization is not known explicitly.

This filter width ratio is dynamically calculated if a second test filter is used over

the already twice filtered LES equations in the dynamic filter width ratio (DFWR)

model developed by [59, 61, 60].

In the recycling-rescaling method developed in the next chapter, the instan-

taneous velocity is divided into a mean and a fluctuating part as it will be shown

in 3.1.1 (eq. 3.1). In the case of LES modeling, the resolved velocity which is the

solution to the LES equations (2.32 - 2.33) is considered the instantaneous velocity

and as such is divided into a mean and a fluctuating part as follows:

ui = Ui + u′i (2.40)

where for the zero pressure gradient turbulent boundary layer is averaged in time

and spanwise homogeneous direction (z):

Ui = 〈〈ui〉z〉t (2.41)

So the total velocity can be written as:

ui = Ui + u′i + u′′i (2.42)

where u′′i is the modeled residual velocity.

2.3.1 Wall modeling

Wall modeling is used when the viscous sublayer of the boundary layer is not

resolved and thus the first point in the interior of the domain is located in the log

layer. The wall modeling that is used in this work is the effective viscosity approach

in which the local effective viscosity is computed which produces the stress that

brings the fluid to rest at the wall satisfying the log law in the mean.

It is assumed that Ui satisfies the Spalding equation [55] from which the friction

velocity is calculated as follows. Lets define U‖i to be the flow parallel to the wall:

U‖i = Ui − ui(Ujnj) (2.43)
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where ni are the components of the normal to the wall vector. The speed parallel to

the wall is defined as
∣∣U‖
∣∣. To have both the log law and the law of the wall satisfied

f(
∣∣U‖
∣∣ , yn, ν, uτ ) needs to be minimized where yn is the distance to the wall and f

is the Spalding equation given by:

f(
∣∣U‖
∣∣ , yn, ν, uτ ) = −y++u++e−κB

[
e−κu+ − 1− κu+ − (κu+)2

2
− (κu+)3

6

]
(2.44)

where u+ =
|U‖|
uτ

and y+ = ynuτ

ν
. In this equation only the friction velocity uτ is

unknown. Thus, once uτ is solved for, the local effective viscosity is calculated as

follows:

νeff =
u2

τyn∣∣u‖∣∣ (2.45)

In this equation
∣∣u‖∣∣, which is calculated similarly to equation (2.43), maintains the

spatial inhomogeneity of turbulence.

In the next chapter, the focus will be on the mean Ui and the fluctuating part

u′i. As in DNS method all scale are resolved numerically the instantaneous velocity

is the total velocity. So u′′i does not exists.



CHAPTER 3

SCALED PLANE EXTRACTION BOUNDARY

CONDITION

3.1 General case

The core assumption for Scaled Plane Extraction Boundary Condition (SPEBC)

is that the boundary layer has the mean velocity profiles for different streamwise

locations that collapse to the same curve when using similarity variables. More di-

rectly put, the SPEBC is a method of imposing boundary condition at the inflow of

the computational domain by rescaling the velocity field at a downstream location

and then prescribing the rescaled solution at the inlet plane.

First the method will be developed for incompressible, zero pressure gradient

case where only velocity components are rescaled, then in section 3.1.3 the rescaling

will be expanded for pressure and temperature so that compressible cases can be

studied.

3.1.1 Incompressible, zero pressure gradient case

By imposing statistical homogeneity in one direction, the average velocity field

in the stationary turbulent boundary layer is essentially two-dimensional. The mean

velocity components, Ui, are averaged in time and in the spanwise direction. Lets

define the velocity fluctuation as follows:

u′i (x, t) = ui (x, t)− Ui (x, y) (3.1)

In this equation ui are instantaneous velocity components and are function of time

t and space x = (x, y, z)T ; i is the index going from 1 to 3 for the three direc-

tions (x, y, z - respectively streamwise, normal and spanwise directions); u′i are the

fluctuations, they are also function of time and space; and as Ui are the mean ve-

locity components, they are only function of x and y. As a consequence of spanwise

homogeneity, W = U3 = 0, i.e. there is no mean spanwise velocity component.

18
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The governing equation for the incompressible, zero pressure gradient bound-

ary layer is given in [62] is:

U
∂U

∂x
+ V

∂U

∂y
=

∂

∂y

[
−〈u′v′〉+ ν

∂U

∂y

]
−
{

∂

∂x

[〈
u′2
〉
−
〈
v′2
〉]}

(3.2)

where U → U∞ as y → ∞ and U = 0 as y = 0. In equation (3.2), 〈u′2〉 and

〈v′2〉 are normal Reynolds stresses and 〈u′v′〉 is the shear Reynolds stress. These

quantities are averaged in time and homogeneous direction and come from averaging

the Navier-Stokes equations (2.23). The terms in the curly brackets of eq. (3.2) are

second order terms and only important when pressure gradient is nonzero. The

〈v′2〉 term arises from the substitution of the pressure term in the integral of the y

momentum equation [62].

The turbulent boundary layer is governed by two distinct regions: the inner

region very close to the wall where the viscous term is dominant and the outer

inviscid region with viscous-dominated inner boundary conditions set by the inner

layer. The outer region is comprised of most of the boundary layer. Consequently,

the following equations and boundary conditions need to be satisfied for the mean

velocity:

• for inner layer

0 =
∂

∂y

[
−〈u′v′〉+ ν

∂U

∂y

]
(3.3)

with U = 0 at y = 0.

• for outer layer

U
∂U

∂x
+ V

∂U

∂y
=

∂

∂y
[−〈u′v′〉] (3.4)

with U → U∞ as y →∞.

Equation (3.3) can be directly integrated to obtain the friction velocity:

−〈u′v′〉+ ν
∂U

∂y
=

τw

ρ
≡ u2

τ (3.5)

This gives rise naturally to the following scaling for the streamwise mean velocity,
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Figure 3.1: Schematics of the flat plate boundary layer

called the law of the wall:
U

uτ

= fi

[
y+
]

(3.6)

where the wall coordinate, y+ is given by

y+ =
yuτ

ν
(3.7)

The divison of the turbulent boundary layer into inner and outer layers is used

to develop the rescaling recycling equations in the next section.

3.1.2 Rescaling recycling equations for velocity

The SPEBC uses the similarity scaling laws to introduce fluctuation infor-

mation to the inflow in a consistent manner. The turbulent boundary layer has

different similarity solutions for the different layers (inner vs. outer), for the dif-

ferent decomposed parts (mean Ui and fluctuation u′i) and, potentially, for different

cartesian components. Lets define them as follow:

U inner(x, y+) = Usi(x)f1i(y
+) (3.8)

U∞(x)− U outer(x, η) = Uso(x)f1o(η) (3.9)

V inner(x, y+) = Vsi(x)f2i(y
+) (3.10)
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V outer(x, η) = Vso(x)f2o(η) (3.11)

(u′i)
inner(x, y+, z, t) = usi(x)f3i(y

+, z, t) (3.12)

(u′i)
outer(x, η, z, t) = uso(x)f3o(η, z, t) (3.13)

where y+ is given by equation (3.7) and η by:

η =
y

δ(x)
(3.14)

In the SPEBC the flow solution from an internal plane normal to the stream-

wise direction is rescaled using these equations (3.8 - 3.13) and put as an inflow

boundary condition. Let that internal plane be known as the recycling plane and

denoted with the subscript rcy; the subscript inl will represent the inlet plane. Fig-

ure (3.1) shows the schematics of the flat plate boundary layer geometry. The inlet

and recycle planes are represented as xinl and xrcy respectively.

As the flow solution at the recycle plane is already computed, Urcy, Vrcy and

(u′i)rcy are all known. Also the x-coordinate of the inlet and the recycle planes is

known. Depending on the scaling laws used, Usi, Uso, Vsi, Vso, usi and uso are all

known functions of x. Thus they are known at, both, the inlet and recycle planes.

From these quantities the streamwise mean velocity at the inlet can be calcu-

lated as follows:

• In the inner layer, for a given y+:

U inner
rcy = Usi(xrcy)f1i(y

+) (3.15)

U inner
inl = Usi(xinl)f1i(y

+) (3.16)

From equation (3.15) f1i is calculated as:

f1i(y
+) =

U inner
rcy

Usi(xrcy)
(3.17)
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which is substituted into equation (3.16) and U inner
inl is calculated:

U inner
inl =

Usi(xinl)

Usi(xrcy)
U inner

rcy (3.18)

• In the outer layer, for a given η:

U∞(xrcy)− U outer
rcy = Uso(xrcy)f1o(η) (3.19)

U∞(xinl)− U outer
inl = Uso(xinl)f1o(η) (3.20)

From equation (3.19) f1o is calculated as:

f1o(η) =
U∞(xrcy)− U outer

rcy

Uso(xrcy)
(3.21)

which is substituted into equation (3.20):

U∞(xinl)− U outer
inl =

Uso(xinl)

Uso(xrcy)
[U∞(xrcy)− U outer

rcy ] (3.22)

which gives U outer
inl :

U outer
inl =

Usi(xinl)

Usi(xrcy)
U outer

rcy + U∞(xinl)−
Usi(xinl)

Usi(xrcy)
U∞(xrcy) (3.23)

If U∞ is a constant, equation (3.23) becomes:

U outer
inl =

Usi(xinl)

Usi(xrcy)
U outer

rcy +

(
1− Usi(xinl)

Usi(xrcy)

)
U∞ (3.24)

In the same way the other inlet quantities are also calculated. Therefore, the

inlet boundary condition on the velocity field becomes:

U inner
inl =

Usi,inl

Usi,rcy

U inner
rcy (3.25)

U outer
inl =

Uso,inl

Uso,rcy

U outer
rcy +

(
1− Uso,inl

Uso,rcy

)
U∞ (3.26)

V inner
inl =

Vsi,inl

Vsi,rcy

V inner
rcy (3.27)
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V outer
inl =

Vso,inl

Vso,rcy

V outer
rcy (3.28)

(u′i)
inner
inl =

usi,inl

usi,rcy

(u′i)
inner
rcy (3.29)

(u′i)
outer
inl =

uso,inl

uso,rcy

(u′i)
outer
rcy (3.30)

for a given y+ in the inner region or η in the outer region for the mean flow quantities.

For the fluctuations, equation (3.29) is valid for a given y+, z and t and equation

(3.30) is valid for a given η, z and t.

Equations (3.25) through (3.30) give how the solution from the recycle plane

is rescaled to obtain the solution at the inflow. For a given inflow point (x, y, z)inl

the solution at the recycle plane is taken from two different points, one for the inner

region, (x, y, z)inner
rcy , and one for the outer region, (x, y, z)outer

rcy . Due to the similarity

of the velocity in inner and outer regions, it is set y+
inl = y+

rcy and ηinl = ηrcy in inner

and outer regions respectively. Using this, the two recycle points from which the

solution is rescaled are:

(x, y, z)inner
rcy =

(
xrcy,

uτ,inl

uτ,rcy

yinl, zinl

)
(3.31)

(x, y, z)outer
rcy =

(
xrcy,

δrcy

δinl

yinl, zinl

)
(3.32)

Using equations (3.25, 3.27 and 3.29) evaluated at the point given by equation

(3.31) and equations (3.26, 3.28 and 3.30) evaluated at the point given by equation

(3.32), the instantaneous velocity at the inlet plane is given by:

(ui)inl =
[
(Ui)

inner
inl + (u′i)

inner
inl

]
{1−W (ηinl)}+

[
(Ui)

outer
inl + (u′i)

outer
inl

]
W (ηinl)

(3.33)

where W (η) is the weighting function that blends the solution from the inner layer

to the outer layer smoothly.

A good candidate, used in this work, for the weighting function W (η) (Fig.

3.2) is given by

W (η) =
1

2

1 +
tanh

(
α(η−b)

(1−2b)η+b

)
tanh(α)

 (3.34)
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Figure 3.2: Weighting function with α = 4 and b = 0.2

where α = 4 and b = 0.2. The parameter b is the center of the overlap region and

α is its spread. These two parameters were chosen so that the inner region is small

compare to the outer region with a sufficient overlap region.

3.1.3 Pressure and temperature

In the last section, the rescaling-recycling method was described for the ve-

locity variables. The same method can be applied to pressure and temperature. In

compressible cases, as pressure is important, it is imposed as a Dirichlet condition.

Temperature is a variable in icnompressible flows when temperature variation or

heat flux are of interest, and in compressible flows as the energy equation is coupled

to the momentum and continuity equations. Therefore, in these cases, temperature

is imposed as a Dirichlet condition at the inflow in addition to the velocity and/or

pressure.

Temperature and pressure can also be decomposed similarly to equation (3.1)

into a mean and a fluctuating part:

T ′ (x, t) = Tinst (x, t) + T (x, y) (3.35)

p′ (x, t) = pinst (x, t) + p (x, y) (3.36)
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Temperature Pressure

Inner
Mean T inner

inl = γTi
T inner

rcy + T0,inl − γTi
T0,rcy pinner

inl = γPi
pinner

rcy

Fluctuation T ′inner
inl = γTi

T ′inner
rcy p′inner

inl = γPi
p′inner

rcy

Outer
Mean T outer

inl = γToT
outer
rcy + (1− γTo) T∞ pouter

inl = γPop
outer
rcy

Fluctuation T ′outer
inl = γToT

′outer
rcy p′outer

inl = γPop
′outer
rcy

Scaling
Inner γTi

=
Tsi,inl

Tsi,rcy
γPi

=
psi,inl

psi,rcy

Outer γTo =
Tso,inl

Tso,rcy
γPo =

pso,inl

pso,rcy

Table 3.1: Inlet temperature and pressure components computed from
the recycle values

Then, similarity solutions can be written for inner and outer regions for the mean

and fluctuating part of temperature:

T0(x)− T inner(x, y+) = Tsi(x)fTi(y
+) (3.37)

T outer(x, ηT )− T∞ = Tso(x)fTo(ηT ) (3.38)

(T ′
i )

inner(x, y+, z, t) = T ′
si(x)fTpi(y

+, z, t) (3.39)

(T ′
i )

outer(x, ηT , z, t) = T ′
so(x)fTpo(ηT , z, t) (3.40)

In these equations T0 is the temperature distribution at the wall, T∞ is the temper-

ature in free stream and ηT = y
δT

where δT is the thermal boundary layer thickness.

Pressure is decomposed in the following way:

pinner(x, y+) = Psi(x)fPi(y
+) (3.41)

pouter(x, η) = Pso(x)fPo(η) (3.42)

(p′i)
inner(x, y+, z, t) = psi(x)fpi(y

+, z, t) (3.43)

(p′i)
outer(x, η, z, t) = pso(x)fpo(η, z, t) (3.44)

Table 3.1 gives the equations for calculating the inner and outer temperature

and pressure mean and fluctuating parts at the inlet from the temperature and

pressure solutions at the recycle plane.
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3.2 Lund, Wu and Squires Scaling Law

Most of current methods in literature are based on the model proposed by

Lund, Wu and Squires (LWS) [40], where the scaling laws are based on the self-

preservation hypothesis of Townsend [63]: according to which the flow will forget

its origins and can be modeled by its local properties. This procedure considers the

friction velocity, uτ , as a unique scaling parameter for the inner and outer quantities

using the law of the wall as defined by equation (3.6) in the inner portion of the

boundary layer and the defect law in the outer portion. The defect law equation

states:
U∞ − U

uτ

= −1

κ
ln (η) + A (3.45)

The nondimensional variables used are defined by (3.7) for the inner layer and by

(3.14) for the outer region. For the law of the wall, the friction velocity is defined

as follows:

uτ =

√
ν

(
∂u

∂y

)
wall

(3.46)

With these laws the similarity functions Usi, Uso, Vsi, Vso, usi and uso are defined

in the following manner:

Usi = Uso = usi = uso = uτ (3.47)

Vsi = Vso = U∞ (3.48)

The instantaneous velocity at the inflow can then be calculated using equation

(3.33) where the mean velocities and the fluctuations at the inlet plane are related

to those of the recycle plane as follows:

U inner
inl = γUrcy

(
y|y+

inl

)
(3.49)

U outer
inl = γUrcy (y|ηinl

) + (1− γ) U∞ (3.50)

V inner
inl = Vrcy

(
y|y+

inl

)
(3.51)

V outer
inl = Vrcy (y|ηinl

) (3.52)

(u′i)
inner
inl = γ (u′i)

inner
rcy

(
y|y+

inl
, zinl, tn

)
(3.53)

(u′i)
outer
inl = γ (u′i)

outer
rcy (y|ηinl

, zinl, tn) (3.54)
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where

γ =
uτ,inl

uτ,rcy

(3.55)

and tn is the current, instantaneous time at which the rescaling is performed.

For the scaling both uτ and δ need to be known at the inflow and the recycle

plane. At the recycle plane those quantities can be determined from the mean

velocity profile, but for the inlet plane they need to be specified. In reality only δinl

needs to be specified as uτ,inl can be obtained by:

uτ,inl = uτ,rcy

(
θrcy

θinl

)1/8

(3.56)

where θ is the momentum thickness given by [62]:

θ =

∫ ∞

0

U

U∞

(
1− U

U∞

)
dy (3.57)

The empirical relation (3.56) can be derived from the standard power law approxi-

mations Cf ∼ Re
−1/n
x and θ

x
∼ Re

−1/n
x with n = 5 [40, 64, 43].

θrcy and θinl are calculated using equation (3.57) by approximating the inte-

gral with a sum over the turbulent boundary layer. The friction velocity, uτ,rcy, is

calculated by equation (3.46) if it is the wall resolved case or using the Spalding law

[55] if it is the wall modeled case (see section 2.3.1 for wall model).

3.3 Alternative Scaling Laws for SPEBC

The alternative scaling that is proposed here is based on the asymptotic invari-

ance principle devised by George and Castillo [18] and it is derived in collaboration

with Dr. Castillo and his student Jorge Bailon-Cuba. The asymptotic invariance

principle seeks full similarity solutions of the inner and outer equations separately.

It starts with the following forms of the solutions sought in the limit as Re →∞:

• for inner region:

U = Usi(x)fi∞(y+; ∗) (3.58)

− < uv > = Rsiuvri∞(y+; ∗) (3.59)
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y+ ≡ y

ϕ(x)
(3.60)

• for outer region:

U − U∞ = Uso(x)fo∞(η; ∗) (3.61)

− < uv > = Rsouv(x)ro∞(η; ∗) (3.62)

η ≡ y

δ(x)
(3.63)

In these equations, *, represent any possible dependence on the upstream conditions.

Usi, fi, Rsiuv , ri, ϕ(x), Usi, fo, Rsouv and ro need to be determined by incorporating the

equations (3.58 - 3.63) into equations (3.3) and (3.4) and then arranging them with

terms of same x-dependence separately. This yields for the outer region:[
U∞

Uso

δ

Uso

dUso

dx

]
fo∞ +

[
δ

Uso

dUso

dx

]
fo∞

2 −
[
U∞

Uso

dδ

dx

]
η
dfo∞

dη

−
{

dδ

dx
+

[
δ

Uso

dUso

dx

]}
dfo∞

dη

∫ η

0

fo∞(ξ)dξ =

[
Rsouv

Uso
2

]
dro∞

dη
(3.64)

Equilibrium similarity solutions exist only if all the square bracketed terms have the

same x-dependence and are independent of the similarity coordinate, η. Thus, the

bracketed terms must remain proportional to each other as the flow develops in the

streamwise direction.

U∞

Uso

δ

Uso

dUso

dx
∼ δ

Uso

dUso

dx
∼ U∞

Uso

dδ

dx
∼ dδ

dx
∼ Rsouv

U2
so

(3.65)

Therefore, full similarity for the outer flow is possible only if

Uso ∼ U∞ (3.66)

Rsouv ∼ U2
∞

dδ

dx
(3.67)

Vso ∼ U∞
dδ

dx
(3.68)

Equation (3.66) is obtained from comparing terms 1 and 2 or 3 and 4 of equation

(3.65) and equation (3.68) is obtained from equation (3.66) in addition to terms 4
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and 5 of equation (3.65).

Similarly for inner region, the full similarity is obtained when the following

scalings are used:

Usi ∼ uτ (3.69)

Rsiuv ∼ u2
τ (3.70)

Vsi ∼ uτ (3.71)

ϕ =
ν

uτ

(3.72)

If substituting equation (3.69) into (3.58) the law of the wall (eq. 3.6) is

obtained, but the velocity deficit law (eq. 3.45) is not obtained when equation

(3.66) is substituted into (3.61).

It needs to be noted that the full similarity shown in equations (3.58 - 3.72) is

only obtained in the limit of infinite Reynolds number [7, 8, 15, 18, 19, 10] and that

no scaling law can work perfectly at finite Reynolds numbers without taking into

account the upstream condition. These papers show good agreement of this theory

with experimental data.

3.3.1 Similarity Analysis for the fluctuations

The rescaling-recycling method in addition to the scales from mean inner and

outer velocity components needs also scales for fluctuations. Therefore, the theory

by Castillo and George [18] must also be applied to fluctuations.

Starting from the momentum equation of the instantaneous flow:

ui,t + ujui,j =
−1

ρ
p,i + νui,jj (3.73)

and subtracting the momentum equation for the mean flow:

Ui,t + UjUi,j =
−1

ρ
P,i + νUi,jj − 〈u′iu′j〉,j (3.74)
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the following equation for the fluctuation component u′i is obtained:

u′i,t + u′ju
′
i,j =

−1

ρ
p′,i − u′jUi,j + νu′i,jj + 〈u′iu′j〉,j − (u′iu

′
j),j (3.75)

Thus expanding equation (3.75), the three momentum equations for each of

the fluctuation components are:

• for u′

∂u′

∂t
+ U

∂u′

∂x
+ V

∂u′

∂y
=
−1

ρ

∂p′

∂x
− u′

∂U

∂x
− v′

∂U

∂y
+ ν

(
∂2u′

∂x2
+

∂2u′

∂y2
+

∂2u′

∂z2

)
+

∂〈u′2〉
∂x

+
∂〈u′v′〉

∂y
− ∂u′2

∂x
− ∂u′v′

∂y
− ∂u′w′

∂z
(3.76)

• for v′

∂v′

∂t
+ U

∂v′

∂x
+ V

∂v′

∂y
=
−1

ρ

∂p′

∂y
− u′

∂V

∂x
− v′

∂V

∂y
+ ν

(
∂2v′

∂x2
+

∂2v′

∂y2
+

∂2v′

∂z2

)
+

∂〈u′v′〉
∂x

+
∂〈v′2〉

∂y
− ∂u′v′

∂x
− ∂v′2

∂y
− ∂v′w′

∂z
(3.77)

• for w′

∂w′

∂t
+ U

∂w′

∂x
+ V

∂w′

∂y
=
−1

ρ

∂p′

∂z
+ ν

(
∂2w′

∂x2
+

∂2w′

∂y2
+

∂2w′

∂z2

)
+

∂〈u′w′〉
∂x

+
∂〈v′w′〉

∂y
− ∂u′w′

∂x
− ∂v′w′

∂y
− ∂w′2

∂z
(3.78)

The magnitude of the fluctuations is considered of same order for all 3 com-

ponents u′ ∼ v′ ∼ w′ in a turbulent boundary layer which can be seen by the

numerical results shown in Figures 3.3 - 3.5. These results, presented in section

5.2, illustrate the assumptions for inner and outer regions on fluctuations and their

gradients. Figure 3.3 shows the velocity fluctuation in the inner layer at y+ = 5 and

Figure 3.4 in the outer layer at y+ = 120. The normal plane in these two figures

shows the fluctuation change in the boundary layer as we move from the flat plate to

the freestream. It is clear that the three fluctuation components are of same order
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(a) u’ (b) v’

(c) w’

Figure 3.3: Fluctuation at y+ = 5 (in inner region) and at a normal plane
to the flow

of magnitude. Since the streamwise length scale is larger than the boundary layer

thickness δ � L, it follows that for the mean quantities:

∂

∂x
� ∂

∂y

With this assumption, equations (3.76)-(3.78) can be rewritten for turbulent bound-

ary layers:

• for u′

∂u′

∂t
+ U

∂u′

∂x
+ V

∂u′

∂y
=
−1

ρ

∂p′

∂x
− v′

∂U

∂y
+ ν

(
∂2u′

∂x2
+

∂2u′

∂y2
+

∂2u′

∂z2

)
+

∂〈u′v′〉
∂y

− ∂u′2

∂x
− ∂u′v′

∂y
− ∂u′w′

∂z
(3.79)
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(a) u’ (b) v’

(c) w’

Figure 3.4: Fluctuation at y+ = 120 (in outer region) and at a normal
plane to the flow

• for v′

∂v′

∂t
+ U

∂v′

∂x
+ V

∂v′

∂y
=
−1

ρ

∂p′

∂y
− v′

∂V

∂y
+ ν

(
∂2v′

∂x2
+

∂2v′

∂y2
+

∂2v′

∂z2

)
+

∂〈v′2〉
∂y

− ∂u′v′

∂x
− ∂v′2

∂y
− ∂v′w′

∂z
(3.80)

• for w′

∂w′

∂t
+ U

∂w′

∂x
+ V

∂w′

∂y
=
−1

ρ

∂p′

∂z
+ ν

(
∂2w′

∂x2
+

∂2w′

∂y2
+

∂2w′

∂z2

)
+

∂〈v′w′〉
∂y

− ∂u′w′

∂x
− ∂v′w′

∂y
− ∂w′2

∂z
(3.81)
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(a) y+ = 5 (b) y+ = 30

(c) y+ = 120

Figure 3.5: u’ fluctuation at different y+ planes and at a normal plane to
the flow

3.3.1.1 Inner layer

Looking at Figure 3.5 which shows u′ at three different locations inside the

boundary layer, i.e. y+ = 5, 30 and 120, it is seen that in the inner layer the

gradient in the streamwise direction is smaller than in the other two directions.

Indeed the cigarlike structures can be seen in 3.5(a) and 3.5(b), but not in 3.5(c).

When calculating the gradients in these regions we can conclude that ∂u′

∂x
<< ∂u′

∂y
and

∂u′

∂y
∼ ∂u′

∂z
. This assumption cannot be made in the outer region as all three gradient

components are of the same order. When looking at v′ and w′ same conclusion can

be drawn. Also, in the inner layer the left-hand side of equations (3.79) - (3.81) can

be neglected, thus equations (3.79) - (3.81) can be rewritten as:

∂u′

∂t
=

−1

ρ

∂p′

∂x
− v′

∂U

∂y
+ ν

(
∂2u′

∂y2
+

∂2u′

∂z2

)
+

∂〈u′v′〉
∂y

− ∂u′v′

∂y
− ∂u′w′

∂z
(3.82)

∂v′

∂t
=

−1

ρ

∂p′

∂y
− v′

∂V

∂y
+ ν

(
∂2v′

∂y2
+

∂2v′

∂z2

)
+

∂〈v′2〉
∂y

− ∂v′2

∂y
− ∂v′w′

∂z
(3.83)
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∂
∂t

∂
∂y

∂
∂z

u′ usi

τi

∂fui

∂Ti

usiuτ

ν
∂fui

∂y+
usi

ϕ(x)
∂fui

∂z+

v′ vsi

τi

∂fvi

∂Ti

vsiuτ

ν
∂fvi

∂y+
vsi

ϕ(x)
∂fvi

∂z+

w′ wsi

τi

∂fwi

∂Ti

wsiuτ

ν
∂fwi

∂y+
wsi

ϕ(x)
∂fwi

∂z+

Table 3.2: Partial derivatives for fluctuations similarity functions for in-
ner layer

∂w′

∂t
=

−1

ρ

∂p′

∂z
+ ν

(
∂2w′

∂y2
+

∂2w′

∂z2

)
+

∂〈v′w′〉
∂y

− ∂v′w′

∂y
− ∂w′2

∂z
(3.84)

The solutions sought in the inner layer for the fluctuations are of the form:

u′(x, y, z, t) = usi(x)fui(y
+, z+, Ti, ∗) (3.85)

v′(x, y, z, t) = vsi(x)fvi(y
+, z+, Ti, ∗) (3.86)

w′(x, y, z, t) = wsi(x)fwi(y
+, z+, Ti, ∗) (3.87)

where y+ is given by equation (3.7) and * incorporates all the upstream conditions.

In equations (3.85) - (3.87), usi, vsi, wsi are the unknown needed for the rescaling-

recycling boundary condition. The normalized spanwise variable is given by

z+ =
z

ϕ(x)
(3.88)

where ϕ(x) is the spanwise length scale. Ti is the nondimensional time: Ti = t
τi

. To

substitute equations (3.85) - (3.87) into equations (3.82) - (3.84), the first partial

derivatives needed are given by Table 3.2. Thus the following equations are obtained:

• for u′

usi

τi

∂fui

∂Ti

=
−1

ρ

∂p′

∂x
− vsifvi

u2
τ

ν

df1i

dy+
+

usiu
2
τ

ν

∂2fui

∂y+2 +
usiν

ϕ2

∂2fui

∂z+2 +
u3

τ

ν

drsiuv

dy+

− usivsi
uτ

ν

(
fvi

∂fui

∂y+
+ fui

∂fvi

∂y+

)
− usiwsi

ϕ

(
fwi

∂fui

∂z+
+ fui

∂fwi

∂z+

)
(3.89)
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• for v′

vsi

τi

∂fvi

∂Ti

=
−1

ρ

∂p′

∂y
− vsifvi

u2
τ

ν

df2i

dy+
+

vsiu
2
τ

ν

∂2fvi

∂y+2 +
vsiν

ϕ2

∂2fvi

∂z+2 +
u3

τ

ν

drsiv2

dy+

− v2
siuτ

ν
2fvi

∂fvi

∂y+
− vsiwsi

ϕ

(
fwi

∂fvi

∂z+
+ fvi

∂fwi

∂z+

)
(3.90)

• for w′

wsi

τi

∂fwi

∂Ti

=
−1

ρ

∂p′

∂z
+

wsiu
2
τ

ν

∂2fwi

∂y+2 +
u3

τ

ν

drsivw

dy+

− vsiwsi
uτ

ν

(
fvi

∂fwi

∂y+
+ fui

∂fvi

∂y+

)
− w2

si

ϕ
2fwi

∂fwi

∂z+
(3.91)

For similarity solution the following terms must have the same x-dependence (pres-

sure terms were omitted):

usi

τi

∼ vsiu
2
τ

ν
∼ usiu

2
τ

ν
∼ usiν

ϕ2
∼ u3

τ

ν
∼ usivsiuτ

ν
∼ usiwsi

ϕ
(3.92)

vsi

τi

∼ vsiu
2
τ

ν
∼ u3

τ

ν
∼ vsiν

ϕ2
∼ v2

siuτ

ν
∼ vsiwsi

ϕ
(3.93)

wsi

τi

∼ wsiu
2
τ

ν
∼ u3

τ

ν
∼ vsiwsiuτ

ν
∼ w2

si

ϕ
(3.94)

which gives the following fluctuation scale for inner layer:

usi ∼ vsi ∼ wsi ∼ uτ (3.95)

and ϕ(x) = ν
uτ

which gives the same inner spanwise length scale as the normal length

scale. It is also found that the inner characteristic time scale is given by τi = ν
u2

τ
.

3.3.1.2 Outer layer

The viscous stress can be neglected as the outer layer is essentially inviscid.

Therefore, the following equations for the fluctuations in the outer region are ob-
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∂
∂t

∂
∂x

∂
∂y

∂
∂z

u′ uso

τo

∂fuo

∂To

duso

dx
fuo − uso

δ
dδ
dx

η ∂fuo

∂η
− uso

φ
dφ
dx

η ∂fuo

∂ηz

uso

δ
∂fuo

∂η
uso

φ
∂fuo

∂ηz

v′ vso

τo

∂fvo

∂To

dvso

dx
fvo − vso

δ
dδ
dx

η ∂fvo

∂η
− vso

φ
dφ
dx

η ∂fvo

∂ηz

vso

δ
∂fvo

∂η
vso

φ
∂fvo

∂ηz

w′ wso

τo

∂fwo

∂To

dwso

dx
fwo − wso

δ
dδ
dx

η ∂fwo

∂η
− wso

φ
dφ
dx

η ∂fwo

∂ηz

wso

δ
∂fwo

∂η
wso

φ
∂fwo

∂ηz

Table 3.3: Partial derivatives for fluctuations similarity functions for
outer layer

tained from equations (3.79) - (3.81):

∂u′

∂t
+ U

∂u′

∂x
+ V

∂u′

∂y
= −1

ρ

∂p′

∂x
− v′

∂U

∂y
+

∂〈u′v′〉
∂y

− ∂u′2

∂x
− ∂u′v′

∂y
− ∂u′w′

∂z
(3.96)

∂v′

∂t
+ U

∂v′

∂x
+ V

∂v′

∂y
=
−1

ρ

∂p′

∂y
− v′

∂V

∂y
+

∂〈v′2〉
∂y

− ∂u′v′

∂x
− ∂v′2

∂y
− ∂v′w′

∂z
(3.97)

∂w′

∂t
+ U

∂w′

∂x
+ V

∂w′

∂y
=
−1

ρ

∂p′

∂z
+

∂〈v′w′〉
∂y

− ∂u′w′

∂x
− ∂v′w′

∂y
− ∂w′2

∂z
(3.98)

The solutions sought in the outer layer for the fluctuations are of the form:

u′(x, y, z, t) = uso(x)fuo(η, ηz, To, ∗) (3.99)

v′(x, y, z, t) = vso(x)fvo(η, ηz, To, ∗) (3.100)

w′(x, y, z, t) = wso(x)fwo(η, ηz, To, ∗) (3.101)

where η is given by equation (3.14) and * represents the upstream dependency. The

nondimensional outer spanwise variable is given by:

ηz =
z

φ(x)
(3.102)

and To = t
τo

is the nondimensional time. To substitute equations (3.99) - (3.101)

into equations (3.96) - (3.98), the first partial derivatives needed are given by Table

3.3. Thus the following equations are obtained:
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• for u′

uso

τo

∂fuo

∂T
+ U∞(1 + f1o)

(
duso

dx
fuo −

uso

δ

dδ

dx
η
∂fuo

∂η
− uso
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dφ

dx
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∂fuo

∂ηz
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dδ

dx
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uso

δ

∂fuo

∂η
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ρ

∂p′

∂x
− vsofvo
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δ

df1o

dη
+

U2
∞
δ

dδ

dx
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dη

− 2usofuo

(
duso

dx
fuo −

uso

δ

dδ

dx
η
∂fuo

∂η
− uso

φ

dφ

dx
ηz

∂fuo

∂ηz
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− vso

uso

δ

(
fvo

∂fuo

∂η
+ fuo

∂fvo

∂η

)
− wso

uso

φ

(
fwo

∂fuo

∂ηz

+ fuo
∂fwo

∂ηz

)
(3.103)

• for v′

vso

τo

∂fvo

∂T
+ U∞(1 + f1o)

(
dvso

dx
fvo −

vso

δ

dδ

dx
η
∂fvo

∂η
− vso

φ

dφ

dx
ηz

∂fvo

∂ηz

)
+ U∞

dδ

dx
f2o

vso

δ

∂fvo

∂η
=
−1

ρ

∂p′

∂y
− vsofvo
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δ

dδ

dx

df2o

dη
+

Rsov2

δ

drsov2

dη

− vsofvo

(
duso

dx
fuo −

uso

δ

dδ

dx
η
∂fuo

∂η
− uso

φ

dφ

dx
ηz

∂fuo

∂ηz
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− usofuo

(
dvso

dx
fvo −

vso

δ

dδ

dx
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∂fvo

∂η
− vso
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dφ
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ηz

∂fvo

∂ηz
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so

δ
2fvo

∂fvo

∂η
− wso

vso

φ

(
fwo

∂fvo

∂ηz

+ fvo
∂fwo

∂ηz

)
(3.104)

• for w′

wso
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∂fwo

∂T
+ U∞(1 + f1o)

(
dwso

dx
fwo −

wso
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(
fvo

∂fwo

∂η
+ fwo

∂fvo

∂η

)
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so

δ
2fwo

∂fwo

∂η
(3.105)
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For the similarity solution, the following terms must have the same x-dependence

(transient and pressure terms were omitted):

uso

τo

∼ U∞
duso

dx
∼ U∞uso

δ

dδ

dx
∼ U∞uso

φ

dφ

dx
∼ vsoU∞

δ
∼ U2

∞
δ

dδ

dx

∼ uso
duso

dx
∼ u2

so

δ

dδ

dx
∼ u2

so

φ

dφ

dx
∼ usovso

δ
∼ usowso

φ
(3.106)

vso

τo

∼ U∞
dvso

dx
∼ U∞vso

δ

dδ

dx
∼ U∞vso

φ

dφ

dx
∼

Rsov2

δ
∼ uso

dvso

dx

∼ usovso

δ

dδ

dx
∼ usovso

φ

dφ

dx
∼ vso

duso

dx
∼ v2

so

δ
∼ vsowso

φ
(3.107)

wso

τo

∼ U∞
dwso

dx
∼ U∞wso

δ

dδ

dx
∼ U∞wso

φ

dφ

dx
∼ Rsovw

δ
∼ uso

dwso

dx

∼ usowso

δ

dδ

dx
∼ usowso

φ

dφ

dx
∼ wso

duso

dx
∼ vsowso

δ
∼ w2

so

φ
(3.108)

which gives the following fluctuation scale for outer layer:

uso ∼ U∞ (3.109)

vso ∼ U∞
dδ

dx
(3.110)

wso ∼ U∞
dδ

dx
(3.111)

The outer spanwise length scale is the boundary layer thickness, i.e. φ = δ and the

outer characteristic time scale τo is given by:

1

τo

∼ U∞

δ

dδ

dx
(3.112)

3.3.2 Scaling equations

Table 3.4 recapitulates the inner and outer scalings for both methods: LWS

and the one proposed here. With these similarity scalings the instantaneous velocity

at the inlet plane can be calculated by equation (3.33) where the different velocity
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components are calculated by the following equations:

U inner
inl = γUrcy

(
y|y+

inl

)
(3.113)

U outer
inl = Urcy (y|ηinl

) (3.114)

V inner
inl = γVrcy

(
y|y+

inl

)
(3.115)

V outer
inl = βVrcy (y|ηinl

) (3.116)

(u′i)
inner
inl = γ (u′i)

inner
rcy

(
y|y+

inl
, zinl, tn

)
(3.117)

(u′)
outer
inl = (u′)

outer
rcy (y|ηinl

, zinl, tn) (3.118)

(v′)
outer
inl = β (v′)

outer
rcy (y|ηinl

, zinl, tn) (3.119)

(w′)
outer
inl = β (w′)

outer
rcy (y|ηinl

, zinl, tn) (3.120)

where γ is given by equation (3.55) and

β =

(
dδ
dx

)
inl(

dδ
dx

)
rcy

(3.121)

In the implementation of the alternative scaling, the spanwise coordinate for

the fluctuations was not rescaled as in that direction, the reference location does

not exist. Therefore, the recycle points where the solution is extracted are located

at the same z coordinate as the inlet point of interest instead of having z+
inl = z+

rcy

and ηz,inl = ηz,rcy in inner and outer regions respectively. Thus, in equation (3.117)

z is used instead of z+ and in equations (3.118-3.120) it is used instead of ηz. Also

in these four equations, the time is not rescaled as the rescaling-recycling is done

instantaneously at each time step.

In LWS, the relation (eq. 3.56) between the friction velocities at both, the

recycle and the inlet, planes is based on the power law. In this alternate scaling,

the friction velocity is calculated using the following relation:

uτ

U∞
=

Co∞

Ci∞

δ+−γ∞ exp

[
A

(ln δ+)α

]
(3.122)

from George and Castillo [18]. In this equation Co∞ = 0.897, Ci∞ = 55, γ∞ = 0.0362,

A = 2.9 and α = 0.46; δ+ = uτ δ
ν

. Thus γ needed for equations (3.113) - (3.120) is
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Inner Outer

LWS Alt. LWS Alt.

Mean
U uτ uτ U∞

U∞

V U∞ U∞
dδ
dx

Fluctuation

u′

uτ uτ U∞

U∞

v′ U∞
dδ
dx

w′ U∞
dδ
dx

Table 3.4: Scaling velocities for LWS scaling and for the scaling based on
theory by GC

given by:

γ =
uτ,inl

uτ,rcy

=

(
δ+
inl

δ+
rcy

)−γ∞

exp

[
A(

ln δ+
inl

)α − A(
ln δ+

rcy

)α
]

(3.123)

This equation incorporates the local Reynolds number dependence through δ+.



CHAPTER 4

NUMERICAL IMPLEMENTATION OF SPEBC

In this chapter, first the rescaling recycling algorithm will be presented for

implementing in conjunction with a finite element method. Then specific details of

the implementation for unstructured versus structured meshes, as well as axisym-

metric cases will be presented. Finally, issues relevant to parallel implementation

will be discussed including the calculation of the averaged velocity on the unstruc-

tured domain and the boundary layer thickness derivative needed for the alternative

scaling law. The specific implementation of the rescaling recycling method used in

this work will be called the Scaled Plane Extraction Boundary Condition or SPEBC

for short.

4.1 Rescaling recycling algorithm

The rescaling recycling boundary condition is used to impose physically mean-

ingful fluctuations at the inflow of a turbulent boundary layer DNS or LES simula-

tion where the Navier Stockes equations (DNS: 2.1 - 2.3; LES: 2.32 - 2.33) are solved

using a finite element method. Given a finite element mesh domain, the algorithm

describing the SPEBC is:

1. Find inlet mesh nodes.

2. Locate recycle plane.

3. Locate elements cut by the recycle plane.

4. Locate points from which the solution will be averaged in homogeneous direc-

tion.

These four steps are done once at the beginning of the simulation.

Each time boundary conditions are imposed on the flow field, which is generally

once per time step, the following operations need to be done:

41



42

Figure 4.1: Sample mesh when using SPEBC for an axisymmetric prob-
lem

1. Calculate averaged field at recycle and inlet planes from the points determined

at the beginning of the simulation in step 4.

2. Compute δrcy, uτ,rcy and uτ,inl and other flow parameters needed for the scaling

used from the averaged velocity calculated in step 1.

3. Compute the fluctuation field at recycle plane.

4. Locate the points in the recycle plane that are “similarity-mapped” points

from the actual inflow points (for both inner and outer layer scalings).

5. Interpolate mean and fluctuating solution at these points.

6. Rescale solution from the recycle plane using appropriate scales.

7. Prescribe solution at the inlet plane.

4.2 SPEBC for unstructured grids

Figure 4.1 shows a sample unstructured mesh with tetrahedral elements that

is used to simulate boundary layer flows with the SPEBC. The inlet plane is located

at the left of the figure. The recycle plane is shown by the shaded plane cutting

the mesh. This is the virtual plane from which the velocity field will be extracted

and rescaled to the inlet plane. The recycle plane is virtual as it does not have

mesh vertices on which the solution is solved. To find the solution at the virtual

recycle plane, first the elements that are cut by this plane need to be located as



43

the solution on vertices of these elements will be used to extract the solution on the

virtual plane.

In the next sections, the algorithm from 4.1 will be described in details. First,

the initialization which is the set of operations that are done just once at the begin-

ning of the simulation is presented, then the actual rescaling recycling done at each

time step is explained.

4.2.1 Initialization

First all inlet nodes need to be found. These are the nodes on which the

solution is sought. Then the normal to the inlet plane is calculated by taking the

cross product of any two vectors formed by the first three vertices of an element

lying on the inflow. This element is found by looping over boundary elements. Let

denote the normal vector by its coordinates: xnrml, ynrml and znrml. From these

quantities the equation of the plane is calculated by:

xnrmlx + ynrmly + znrmlz = a (4.1)

Then the equation of the recycle plane is found by translating the inlet plane.

Next the blocking of the elements cut by the virtual recycle plane is performed

using the following algorithm:

loop over all elements

loop over the element’s vertices

calculate on which side of the recycle plane the vertex lies

end loop over vertices

if vertices of this element lie on both sides of the recycle plane

store that element

endif

end loop over elements

To properly apply SPEBC, it is needed to divide the instantaneous velocity at

the recycle plane into a mean and a fluctuating part (eq. 3.1). As the recycle plane

is virtual it does not have mesh vertices where the velocity solution is known. Thus,
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points on the virtual plane are needed to interpolate instantaneous velocity and to

calculate the mean velocity components.

As the mean is calculated in time and space (spanwise or azimuthal averaging),

first, points that will be used for spatial averaging need to be determined. The points

where the mean velocity will be stored at each time step are called fathers. Fathers

are virtual points located on one edge of the virtual plane. Typically, we will have

more points in the boundary layer than in the free stream with more points closer

to the wall surface as the mean velocity varies more in the boundary layer than

outside. One way to determine these points is to use the normal coordinate from

the inlet points that are located on one edge of the boundary that is normal to

the flow. For each father, a predetermined number of points at the same normal

coordinate spanning the whole spanwise or azimuthal domain are needed to average

the velocity in the homogeneous direction. These points will be called sons. The

solution from each son will be added to the father to calculate the spatial average

that will be stored at this father. For all fathers and sons, the element from the

virtual plane where the corresponding point lies is found and stored as well as its

local coordinates.

The procedure described here is done once at the beginning of the simulation.

Then at each time step the rescaling must be done.

4.2.2 Rescaling-recycling at each time step

The main SPEBC routine that generates the inflow velocity from a recycle

plane for a boundary layer needs the nodal coordinates and the solution.

First the mean velocity field is calculated on the recycle plane. The solution

field at all fathers and sons is interpolated from the solution field on the elements

cutting the virtual plane. Then for each father, the averaged velocity field is calcu-

lated from its sons. As the mean field is also averaged in time, the spatial averaged

field, 〈Y 〉z, just calculated is added to a running time average from the previous

time step using the following equation:

〈〈Y 〉z〉
n+1
t =

1

∆t

〈Y 〉z +

(
1− 1

∆t

)
〈〈Y 〉z〉

n
t (4.2)
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where 〈〈Y 〉z〉
n
t is the mean field averaged in time and space at the previous time

step and ∆t is the window size for time averaging.

Once the mean velocity field of the virtual plane is known it is straightforward

(though difficult to make numerically precise) to find the boundary layer thickness

by locating the normal coordinate where the streamwise mean velocity reaches the

free stream speed (minus ε, a small number). The boundary layer thickness at

the inflow is fixed for the whole duration of the simulation. The other quantities

needed are the momentum thickness (eq. 3.57), the friction velocity (eq. 3.46) and

the boundary layer thickness derivative. The calculation for this last quantity is

shown in section 4.5.3. Next for each vertex of the elements cutting the recycle

plane, the mean velocity and the fluctuations are calculated. Then starting from

the coordinates of the inlet points the corresponding coordinates are found on the

recycle plane using equations (3.31-3.32). This is the point from which the velocity

is rescaled using equations (3.49-3.54) for LWS rescaling and equations (3.113-3.120)

for the alternative scaling by extracting the mean and fluctuating quantities from

the solution at this point’s corresponding element and local coordinates, and finally

updating the solution at the corresponding inlet node.

4.2.3 Element search

The routine that searches in which element a given point lies takes as input the

array of Cartesian coordinates, the connectivity array for elements that are cut by

the virtual plane and the coordinates of the point of interest. It returns the element

and the local coordinates of the given point. For background in the determination

of the local coordinates from a given Cartesian point see pages 109-184 of [26].

The search method used here is a fast projection algorithm [30] where the

domain of search (here the elements cut by the virtual plane) is divided into buckets.

Buckets are structured rectangular domains that span the entire search domain.

First the bucket containing the desired point is found quickly using the structured

grid created by the buckets, thus reducing the search domain on the unstructured

mesh to only the elements that are in the found bucket.

For the Cartesian domain the homogeneous direction is spanwise to the flow,
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Figure 4.2: Schematic the axisymmetric domain used to implement ax-
isymmetric SPEBC

but in the axisymmetric case the averaging is done azimuthally (e.g. at constant

r and z). The next section will present the changes that arise from this added

complexity.

4.3 Geometrical considerations for axisymmetrical problems

In this section, the specific case of axisymmetric domain is presented. When

studying pipe or contracting nozzle flows the domain is axsisymmetric. Figure

4.2 shows the two-dimensional schematic of a contracting nozzle from the axis of

symmetry to the contracting inner radius. The two important planes are shown:

the inflow boundary and the internal recycle plane. These two planes are parallel,

but they are not necessarily perpendicular to the axis of symmetry. In this case,

the streamwise direction is denoted by z. As both planes are known, both the inner

radius and the z location at the wall of the two planes are also known quantities

(rI and zI for the inlet plane and rR and zR for the recycle plane). By convention,

it was used r =
√

x2 + y2. As discussed in the previous section (4.2.1), the normal

vector components to the inlet plane can be found. Thus the equations of the inflow

and recycle planes are found using equation (4.1):

xnrmlrI cos θ + ynrmlrI sin θ + znrmlzI = aI (4.3)

xnrmlrR cos θ + ynrmlrR sin θ + znrmlzR = aR (4.4)
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The angle between the two parallel planes and the axis of symmetry can be found

by the following equation:

tan ϕ =
rI

zI − aI

znrml

(4.5)

The similarity variables defined by equations (3.7) for y+ and (3.14) for η need

to be calculated with the off wall coordinate yn instead of y. The off wall coordinate

yn is defined as follows:

yn =
rw − r

sin ϕ
(4.6)

where rw is the inner radius of the nozzle at some plane parallel to the inflow

boundary; for example, for the inlet plane rw = rI and for the recycle plane rw = rR.

To calculate the velocity at the inlet plane for a point with rinl, θinl and zinl

coordinates, first the off wall variable needs to be found using equation (4.6):

yn,inl =
rI − rinl

sin ϕ
(4.7)

Using the appropriate scaling, the off wall coordinate at the recycle plane,

yn,rcy can be found using equation (3.31 - 3.32) where y is replaced by yn, from

which the coordinate of the point on the recycle plane from which the solution is

rescaled can be calculated:

rrcy = rR − yn,rcy sin ϕ (4.8)

θrcy = θinl (4.9)

zrcy =
aR

znrml

− rrcy

(
xnrml

znrml

cos θrcy +
ynrml

znrml

sin θrcy

)
(4.10)

As the implementation uses the Cartesian coordinate system, this point is

located at:

xrcy = rrcy cos θrcy (4.11)

yrcy = rrcy sin θrcy (4.12)

zrcy = zrcy (4.13)
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Figure 4.3: Sample structured mesh

4.4 SPEBC for structured grids

In the case of simple domains, it is common to employ structured meshes.

Figure 4.3 shows a sample structured mesh. The recycle plane is situated at the

interface between the red and yellow regions. In this case, both inlet and recycle

planes have 2D structured meshes attached to it. In this section, the particular

implementation that uses structured and 2D properties of the domain mesh will be

presented, as this implementation is more accurate for this special case. Indeed,

the solution is not interpolated at the recycle plane for the spatial averaging as the

solution already exists.

Once the recycle plane is located, the father points used for spanwise aver-

aging are mesh nodes located on one boundary edge with constant z (spanwise

coordinate). As the 2D mesh is structured all the sons for a given father have the

same z coordinate. Thus the spatial averaging calculation is straightforward as the

solution is already known at each point of interest.

Furthermore, the mean and fluctuating flow quantities only need to be inter-

polated in the direction normal to the flow (y). In this case, we do not need to do

element searching, but only simple 1D interpolations in y.
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Figure 4.4: Partition mesh for a 5 processor case

4.5 Other considerations

4.5.1 Preprocessing for parallel simulations

As the domain of simulation is more and more complex and typical fluid dy-

namics meshes have several hundred thousand elements, the simulations are run on

multiprocessor machines. This is also true for the current implementation of the

SPEBC. To facilitate the SPEBC calculations the inlet elements and the elements

that are cut by the virtual recycle plane are kept on the master processor. As such,

the preprocessing software was modified to keep the elements that are cutting the

virtual plane on the same processor as the inflow elements. Figure (4.4) shows the

mesh partition used in a 5 processor simulation. The inflow is located at the right

side of the domain. The master processor is shown in dark blue and it can be seen

that the inflow elements and the elements cutting the recycle plane are located on

it.

To do the proper mesh partition, the similar procedure as described in section

4.2.1 is used. Once the equation of the virtual plane is known, the elements that

are cutting this virtual plane are found. To keep a balanced partition mesh, the
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Figure 4.5: Father nodes, sons and averaging lines

number of elements on the master partition needs to be similar to the number of

the elements on the other partitions even if this partition needs at least to contain

both elements of the inlet plane and those cutting the virtual plane.

4.5.2 Flow variables averaging in one homogeneous direction for the

whole domain

The homogeneous averaging, essential to rescaling recycling method, is also

used for turbulence statistics computation. In isotropic turbulence, the homoge-

neous averaging is done in all three directions. In fully developed channel flow, the

homogeneous averaging is done in two directions, i.e. streamwise and spanwise. For

boundary layer flows, the homogeneity is in the spanwise direction. In this section

only this last case will be discussed, but extending it to averaging in more spatial

directions is straightforward. Thus the mean quantities are calculated by adding

the averaging of the instantaneous quantities in the spanwise direction to the tem-

poral average. In this section, the implementation of the homogeneous averaging

for unstructured meshes will be presented.

Let velbar contain the mean quantities averaged in time and in the spanwise

direction at the previous time step. The averaging using structured meshes is per-

formed by averaging along lines in the homogeneous direction using mesh vertices

that are located on these lines. The implementation for unstructured averaging is

done by expanding on this procedure.

First the mesh points used for storing the averaged field need to be determined.
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Figure 4.6: Eunuch nodes for each node of the mesh

For one homogeneous direction, these points called fathers are located on one of the

two model faces that are perpendicular to the homogeneous direction. On the Figure

4.5 they are represented by the red dots. So for each of these points a predetermined

number of points will be used to calculate the average in space. These new points

called sons are located on imaginary lines in the homogeneous direction. On Figure

4.5 they are represented by the black dots.

Once the averaged field is calculated on each father, to compute the values of

this field for a given mesh node, the field needs to be interpolated. For each node,

first its projection on the averaging plane needs to be determined (see fig. 4.6).

Then it is used for interpolation of the averaged field. The projection points are

called eunuchs to differentiate them from the fathers.

In the next section the data structures needed for this procedure are presented,

then they are extended for mesh partition in section 4.5.2.2.

4.5.2.1 Preprocessing the whole domain

In the arrays presented below, the notation is: the name of the array followed

by, in parentheses, the size of each dimension.

iavr(nfath): global node number for each father.

shpSons(nfath, nsons, nenl): global shape functions evaluated at sons location

for each virtual son for a given father.
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globSon(nfath, nsons, nenl): global node numbers attached to the correspond-

ing shape function from shpSons for each virtual son for a given father.

shpEunuchs(numnp, nenlb): global shape functions for a point located on the

model face containing fathers (on Figure 4.6 this face is represented by the

vertical blue line) which corresponds to each mesh vertex. For each vertex

the horizontal blue line on Figure 4.6 connects the vertex point to his eunuch

point.

globEunuch(numnp, nenlb): global node numbers attached to the corresponding

shape function from shpEunuchs.

In these array:

nfath is the number of fathers in the mesh which are located on one of the model

faces that are perpendicular to the homogeneous direction.

nsons is the number of sons for each father. These points together with the cor-

responding father are used for averaging the desired quantities in the homo-

geneous direction. The son nodes are virtual nodes, they can coincide with

a mesh vertex, but usually are not. On Figure 4.5 the red line represent the

averaging lines for each father.

nenl is the number of nodes per element. For now the mean quantities are calcu-

lated using only linear shape functions.

numnp is the number of vertices in the mesh.

nenlb is the number of nodes per face of a boundary element.

4.5.2.2 Multiprocessor splitting

Figures 4.7 and 4.8 represent the case where we have two processors repre-

sented in two different colors.

In a multiprocessor case, the father nodes are generally on different processors.

Also for each father the son nodes can also be on different processors (see fig. 4.7).



53

Figure 4.7: Father nodes, sons and averaging lines on each processor

Figure 4.8: Eunuch nodes for each node of the mesh

And for most of the mesh vertices the corresponding eunuch is located on a different

processor (see fig. 4.8). The following arrays are needed:

fathproc(nfath): processor number for each father.

iavr(nfath): global node number on given processor for each father.

shpSons(nfath, nsons, nenl): global shape functions evaluated at sons location

for each virtual son on the given processor for a given father. If for a given

father there are no sons on this processor put zeros.

globSon(nfath, nsons, nenl): global node numbers attached to the correspond-

ing shape function from shpSons for each virtual son on the given processor

for a given father. If for a given father there are no sons on this processor put

zeros.
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shpEunuchs(numnp, nenlb): global shape functions for a point located on the

model face containing fathers which corresponds to each mesh vertex on the

master processor only.

globEunuch(numnp, nenlb): global node numbers attached to the corresponding

shape function from shpEunuchs.

nfath is the number of fathers in the mesh.

nsons is the number of sons for each father on a given processor.

numnp is the number of vertices on the master processor.

nenlb is the number of nodes per face of a boundary element.

4.5.2.3 Mean flow quantities calculation at each time step

These data structures are used to calculate velbar at each time step using the

following procedure. First the mean values are calculated for each father.

velbarF(fath) =
1

nsons

nsons∑
i=1

nenl∑
j=1

shpSons (fath, i, j) · Y (globSon (fath, i, j))

(4.14)

where velbarF is the averaged field for each father, thus spanning through nfath.

Next the averaged field needs to be stored at each vertex of the mesh. This

structure will be called velbar and is spanning through the total number of vertices

in the mesh, numnp. It is calculated by the following equation:

velbar(node) =
nenlb∑
i=1

shpEunuchs (node, i) · velbarF (iavr (globEunuch (node, i)))

(4.15)

4.5.3 Boundary layer thickness derivative calculation

Special emphasis is given to the calculation of the boundary layer thickness

derivative, dδ
dx

, needed for eq. (3.121). The boundary layer thickness, δ, is the value

of y coordinate where the mean streamwise velocity is 99% of the freestream velocity

for a given x location from the averaged velocity field.
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The boundary layer thickness derivative is calculated by assuming that δ varies

linearly in an element and by doing a Taylor expansion around the x location where

the derivative is needed, i.e. the recycle plane and the inlet plane. For a structured

mesh with constant spacing in x direction, ∆x, the inflow boundary layer thickness

derivative is evaluated as follows:(
dδ

dx

)
x=xinl

=
2

∆x
δinl+1 −

1

2∆x
δinl+2 −

3

2∆x
δinl (4.16)

where δinl+1 and δinl+2 are the boundary layer thicknesses at the two x location

following the inflow for the given mesh.

For the recycle plane, the boundary layer thickness derivative is obtained by:(
dδ

dx

)
x=xrcy

=
1

2∆x
(δrcy+1 − δrcy−1) (4.17)

where δrcy−1 and δrcy+1 are the boundary layer thicknesses at the x location respec-

tively preceding and following the recycle plane for the given mesh.



CHAPTER 5

RESULTS AND DISCUSSION

Before studying turbulent flows that are 3D and transient, and therefore ex-

pensive, the unstructured grid implementation of the SPEBC boundary condition

was carried out on laminar flow. In section 5.1.1, a brief description of the scaling

required is given. In section 5.2, the results from the turbulent boundary layer with

zero pressure gradient simulations are presented using the Lund, Wu and Squires

and the alternative scalings which are then compared to experimental results.

5.1 Laminar flat plate boundary layer flow

To implement and test the SPEBC, the simple case of laminar boundary layer

over a flat plate was studied. The simulation was performed on a structured mesh

(fig. 5.1) of 1728 tetrahedral elements (9 by 37 by 2 nodes). In the y-direction, the

mesh is finer close to the wall (plate) and coarser away from it; the element’s height

grows similarly to the boundary layer growth. Only one layer of elements exists in

the z-direction. The boundary conditions for this simulation were:

• the bottom surface is a solid wall and therefore a no-slip condition and fixed

Figure 5.1: Laminar flat plate mesh with inflow on left and the interface
between the two colors showing the recycle plane.

56
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temperature (nondimensional temperature T = 0.0625) was applied. The

temperature is needed when PHASTA is run in compressible mode;

• on the inflow only the SPEBC was set;

• on the side surfaces there was no z-component of velocity to simulate a 2D

simulation on this 3D mesh;

• on the top surface and the outflow, an ambient pressure was applied (Dirichlet

with a value of P∞ = 18.0212 for the compressible code and Neumann with a

value of P∞ = 0 for the incompressible code).

As part of the SPEBC boundary condition, the inlet boundary layer thickness was

maintained at δinl = 0.0074m and the recycle plane was located 0.0555m (or 7.5

boundary layer thicknesses) downstream from the inflow. As the problem is sta-

tionary, at each time step the solution converges closer to the stationary state. The

initial condition on velocity was the following streamwise profile which gives the 1/3

law inside the boundary layer and unity outside:

u = min

(
1.0,

(y

δ

)1/3
)

(5.1)

In y and z directions the velocity was null. The initial pressure and temperature

have been kept constant to the values given above.

In this section it will be shown that the unstructured implementation gives as

good a solution as the structured implementation.

5.1.1 The SPEBC for Laminar Flows

Analytically, an approximate solution for the flat plate boundary layer was

found by Blasius using a similarity solution [5]. Starting from incompressible bound-

ary layer equations:

u
∂u

∂x
+ v

∂u

∂y
= ν

∂2u

∂y2
(5.2)

∂u

∂x
+

∂v

∂y
= 0 (5.3)
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Figure 5.2: Schematic of x-component velocity profiles for a laminar flat
plate boundary layer

with the boundary conditions u (x, 0) = v (x, 0) and u (x,∞) = U∞. Using the

following similarity variable:

η =
y

δ
(5.4)

δ (x) =

√
2νx

U∞
(5.5)

and the x-direction velocity of the following form:

u = U∞f ′ (η) (5.6)

the boundary layer equations (5.2)-(5.3) become what is known as Blasius equation:

f ′′′ + ff ′′ = 0 (5.7)

with its boundary conditions: f (0) = f ′ (0) and f ′ (∞) = 1. Figure (5.2) represent

the schematic of the boundary layer on a flat plate with the x-component velocity

profiles at two different locations as well as the collapsed profile of the x-component

dimensionless velocity as a function of the similarity variable, η.

In the SPEBC using the Blasius approximation, the solution at the inlet plane

can be extracted from the recycle plane by the following equation:

uinl (y) = urcy

(
δinl

δrcy

y

)
(5.8)

where uinl is the solution inside the boundary layer of inlet plane, urcy is the known
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Figure 5.3: Dimensionless streamwise velocity profile inside the laminar
flat plate boundary layer

solution at some position inside the boundary layer at the recycle plane, and δinl and

δrcy are the boundary layer thicknesses at the inlet and recycle positions respectively.

For each point (x, y, z)inl of the inflow plane the solution is computed from the

solution extracted at the following corresponding point on the virtual plane:

(x, y, z)rcy = (xrcy,
δinl

δrcy

yinl, zinl) (5.9)

by interpolating the solution from the neighboring nodal points’ solutions. In the

structured simulation the neighboring points are all located on the two-dimensional

model plane that is used for recycling. In the unstructured case the recycle plane is

virtual, so the neighboring mesh points are not necessarily located on a 2D plane.

5.1.2 Verification of the unstructured implementation of the SPEBC

Figure (5.3) shows the streamwise velocity solution obtained by the unstruc-

tured simulation for this laminar flat plate boundary layer. The solution was ob-

tained after 500 time steps with a ∆t = 0.02. Also shown is the initial condition on

streamwise velocity which is the 1/3 law. The initial residual on the solution was

10−7 and the solution converged at the end of the simulation to 10−11.

Figure (5.4) shows the streamwise velocity profile at the end of the simulation.
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Figure 5.4: Streamwise velocity profile for laminar flat plate boundary
layer

The velocity is zero at the wall and equal to one outside the boundary layer. The

boundary layer is laminar as there is no fluctuations in the streamwise component

of the velocity shown.

The solution obtained by the unstructured simulation of the laminar flat plate

boundary layer was compared to the solution obtained from the same mesh but with

the structured implementation of the SPEBC which needs the same number of points

on the inflow and recycle planes. Figure (5.5) shows the solutions at both inflow

and recycle planes for both simulations. Both simulations give same streamwise

velocity profiles. Inside the boundary layer the structured implementation gives a

solution that is a bit lower than the unstructured implementation’s solution as seen

in the insert of figure (5.5). This difference is due to the fact that the interpolation

is not done at the same location. In the structured case the velocity solution is

interpolated from the known data (velocity solution on the recycle plane) and in the

unstructured case the interpolation is done when calculating the averaged velocity

field.

The next verification that was done was that the solution obtained using the

compressible code is the same as the solution obtained by the incompressible code.

As the compressible code can also solve the incompressible problem the necessary

modifications were done to the boundary and initial conditions and to the input file.

The figure (5.6) shows the streamwise velocity solution obtained by both compress-

ible and incompressible code for the unstructured implementation. The same mesh

was used in both cases. It can be seen that the solutions obtained by both simula-
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tions coincide; the velocity profiles at inflow and recycle planes collapse as expected.

In the insert of figure (5.6), small variations in the solution inside the boundary layer

are shown which are due to the different solvers used in these two cases, but the

variations are smaller than between the solutions shown in the previous figure (Fig.

5.5) when comparing the structured and unstructured implementations.

The main goal of the unstructured implementation of the SPEBC is the capa-

bility to use any virtual plane as the recycle plane. So in the next two figures (5.7

and 5.8) the solutions from simulations using two virtual planes are compared. Both

simulations were done using the unstructured implementation in the incompressible

code. In the first case the virtual plane is the existing 2D model plane located at

xrcy = 0.2035m and in the second simulation the recycle plane was moved a bit

forward (xrcy = 0.203m). In this second case the recycle plane is truly virtual, but

the two plane are located close enough to have nearly the same solutions.

Figure (5.7) shows the streamwise velocity profile at the inlet for the two sim-

ulations. The profiles nearly collapse together. Only in the insert, can a discrepancy

be seen. As the recycle plane is not the same in the two cases, the inlet profiles

which are calculated from the recycle planes do not completely collapse. Figure

(5.8) shows the streamwise velocity profiles at x = 0.2035m which is the recycle

plane only in one case. Here the collapse is even more complete than for the inlet

plane, as it should be.

With this simple problem, several aspects of the unstructured implementation

of the SPEBC was verified by comparing the solution obtained to the solution from

the structured implementation. Also both incompressible and compressible codes

were tested.

5.2 Turbulent flat plate boundary layer flow

5.2.1 Boundary and initial conditions

For the simulation of the turbulent boundary layer over a flat plate with zero

pressure gradient the domain size chosen is 10δinl, 3δinl and π
2
δinl in the streamwise,

normal and spanwise directions respectively. The distance 3δinl in the direction

normal to the wall is enough outside the boundary layer such that the flow variables
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Figure 5.9: Hexahedral mesh with 100 × 45 × 64 points

in the free stream are independent of the turbulence from the boundary layer at

the top boundary of the domain; 10δinl in the streamwise direction is chosen as it

is sufficient distance between the inlet and the outlet to have a good sized region

in the computational domain to study the turbulence statistics without numerical

interference from the inlet or the outlet; and π
2
δinl in the spanwise direction assures

that the two-points turbulence statistics are decorrelated between the two sides as

periodic boundary conditions are imposed in this direction to simulate an infinite

flat plate in the spanwise direction, so the mean flow is two-dimensional.

This domain was meshed using linear hexahedral elements with 100, 45 and 64

points in the streamwise, normal and spanwise directions respectively, which gives

a structured mesh of 274428 elements shown in Figure 5.9. In the normal direction

the mesh is finer at the wall and grows with the boundary layer (fig. 5.9). The

first point of the wall is located in the viscous sublayer with ∆y+ = 1. The element

spacing in streamwise direction is ∆x+ = 65 and in spanwise direction is ∆z+ = 15.

In the figure the recycle plane is also shown at 7δinl from the inlet. This distance

was chosen because it is sufficiently far from the inlet for the two-points correlation

tensor to be decorrelated between these two locations.

and no mass flux. At the outflow and the top surface the natural pressure was

set to zero. The SPEBC is imposed at the inflow with the boundary layer thickness

at the inlet δinl = 0.21m.
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Figure 5.10: Streamwise velocity initial condition using 1/7 power law
and random fluctuations

For the initial condition, a varying streamwise velocity is input using the fol-

lowing functions:

u(x, y) =

1 y > f(x)

min(g(x, y), h(x, y)) + χ y < f(x)
(5.10)

where f(x), g(x, y), h(x, y) and χ are given by

f(x) = 0.365x0.8ν0.2 (5.11)

g(x, y) =

[
y

f(x)

]1/7

(5.12)

h(x, y) =
0.0288

ν
y
(x

ν

)0.2

(5.13)

χ = 0.2 (0.5− random(t)) (5.14)

In these equations ν is the kinematic viscosity, ν = 1.48 ·10−5 m2

s
. Figure 5.10 shows

this initial conditions where the fluctuations are random numbers.

All the simulations in this section have a time step size of ∆t = 1.0·10−2s which

is approximatively δinl/U∞
20

and CFL = ∆tU∞
∆x

of 0.5. This problem was simulated

using incompressible LES.
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5.2.1.1 Initiating the simulations

If the simulation is run using only the initial conditions described above, the

physical fluctuations would not be easily obtained as both the mean and fluctuations

are rescaled at the inlet. There is nothing to drive the flow. To remedy that, a given

mean profile is fixed at the inlet which helps sustain the turbulent flow through the

transient and to achieve fluctuations that correctly represent the boundary layer.

Once the flow characteristics (boundary layer thickness, momentum thickness, fric-

tion velocity) are stabilized the simulation is transitioned to a case where the mean

profile at the inlet is also recycled (e.g., the SPEBC boundary condition is fully

applied). The profile that was used in our case is shown in the Figure 5.11 and it is

calculated from the Spalding equation [55]:

y+ = u+ + e−κB

[
e−κu+ − 1− κu+ − (κu+)2

2
− (κu+)3

6

]
(5.15)

to which the following wake function was added [11]:

u+ =
1

κ
ln(y+) + B + A sin2

(π

2
η
)

(5.16)

where κ = 0.4, B = 5.5 and A = 2.5.

Figure 5.12 show the temporal variation of the boundary layer thickness at the

recycle plane and the friction velocity, respectively. On Figure 5.12(b) the upper

curve is the friction velocity at inlet plane and the other is at the recycle plane.
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During the early transient to speed up the process of developing good turbulence,

the friction velocity was fixed to uτ,inl = 0.0456m
s
.

The Spalding inlet profile is kept fixed for the first 4000 time steps and then

gently transitioned to recycling the inlet until 5000 time steps, at which point the

simulation does not depend on user inputed profile. A statistically stabilized flow

is attained after 24 domain flow-throughs. In the next section the results will be

presented that are obtained from this simulation where the turbulence statistics

were calculated over 20000 time steps (from 10000 to 30000 time steps) which runs

for t = 950 δinl

U∞
.

5.2.2 Solution with LWS scaling

Figure 5.13 shows the instantaneous streamwise velocity field at the end of the

simulation. The stretched vortices in the streamwise direction can clearly be seen

that are expected in turbulent boundary layers with a steep velocity gradient in the

direction normal to the wall. The streamwise fluctuations are shown in Figure 5.14

at the inflow and recycle planes. It can be seen that the same fluctuation structures

are present on the both planes as the fluctuation on the inflow is rescaled from the

other plane.

The mean streamwise velocity profiles are shown in Figure 5.15 in outer vari-
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Figure 5.13: Streamwise velocity field

Figure 5.14: Streamwise velocity fluctuations at inlet and recycle planes
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ables and in Figure 5.16 in inner variables at 10 different streamwise locations. It can

be seen on Figure 5.15 that all the profiles collapse together to the same curve when

using outer region scaling ( U
U∞

vs. η) which is expected from the turbulent boundary

layer theory. Figure 5.16 shows the same velocities using the inner region scaling:

u+ as a function of y+ in a semi log scale. From the classical turbulent boundary

layer theory, in the viscous sublayer the velocity profile is linear, i.e. u+ = y+ and

in the outer layer it is logarithmic:

u+ =
1

κ
ln y+ + B (5.17)

with κ = 0.41 and B = 5.0. We see that the profiles follow these two functions

appropriately. In this figure, the wake region is apparent when the velocity profile

rises slightly from the line representing equation (5.17).

Figure 5.17 shows the Reynolds stress tensor components, urms, vrms and wrms

and u′v′ normalized by the local friction velocity, uτ . The root-mean square is
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defined as follows:

urms =
√

u′2 (5.18)

As expected from turbulent boundary layer theory, the fluctuations are largest in

the inner layer and the streamwise component contains the most turbulence as it is

less influenced by the presence of the wall. The vrms is the least turbulent of normal

stresses and the peek turbulence is achieved further from the wall. The three normal

components of the Reynolds stress tensor do not vanish in the free stream due to

the intermittency of the turbulent boundary layer, but the shear stress does which

means that the flow is more isotropic in the wake region.

On Figure 5.17, the Reynolds shear stress profile is oscillating about its ex-

pected value which means that the simulation did not completely converge yet as

the shear stress is the last to converge.

In the next section, the need for correctly including the turbulent boundary

layer intermittency in the simulation is discussed. In section 5.2.2.2 the solution

obtained using the hexahedral mesh is compared to the solution obtained with the

tetrahedral mesh. Finally, in section 5.2.2.3 the solutions obtained with Lund, Wu

and Squires and the alternative scalings are compared.

5.2.2.1 Fluctuation scaling outside the boundary layer thickness

As the fluctuation scalings are used only in the boundary layer, if nothing is

done outside there is a sharp change in the fluctuations if they are to vanish in the

free stream flow. This sharp interface is shown in the Figure 5.18: the green profiles

have a sharp change in the slope of the streamwise mean velocity at η = 1 (see the

insert).

In the rescaling recycling method the boundary layer thickness at the inflow is

kept fixed. This value is the statistical mean of δ, but instantaneously the turbulent

boundary layer fluctuates a lot. The free stream laminar flow dips fractally inside

the turbulent boundary layer. This is the intermittency of the turbulent boundary

layer. From the data of Klebanoff [32, 64] it was found that the intermittency

factor, which is the ratio of the instantaneous boundary layer thickness to the mean

boundary layer thickness, varies from 0.4 to 1.2. The instantaneous boundary layer
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variation is captured in the simulation by the fluctuations. Even if the fluctuations

are only cropped at the inflow when rescaled, the sharp interface is propagated

through the flow.

To smoothly transition the mean velocity from inside the boundary layer to

the free stream flow, the fluctuation must be rescaled even outside of the boundary

layer, but keeping the rescaling of the fluctuations outside of the boundary layer up

to the top boundary of the domain makes the simulation unstable. The fluctuation

at the inflow boundary is let to vanish smoothly outside of the turbulent boundary

layer using the smooth Heaviside function defined as [57] (see Figure 5.19):

Hε(φ) =


1 if φ < −ε,

1
2

[
1− φ

ε
− 1

π
sin(πφ

ε
)
]

if |φ| ≤ ε,

0 if φ > ε.

(5.19)

where φ = y − 1.2δinl − ε is the distance outside the boundary layer. With this

smoothing function, the fluctuation is rescaled completely to 1.2δinl then smoothly

transitioned to zero over a region of 2ε where ε is chosen such that it spans 2 or 3

elements in the normal direction (in this simulation ε = δinl

4
). In Figure 5.18, the
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Figure 5.19: Heaviside function

streamwise velocity profiles for the simulation using the Heaviside function is shown

in red. When the fluctuation is also rescaled outside of the boundary layer, the

velocity profile is more rounded in the outer region of the boundary layer than the

green profile.

5.2.2.2 Mesh topology influence

The hexahedral mesh was divided into a tetrahedral mesh with same number

of vertices by dividing each hexahedral element into six tetrahedral elements.

On Figure 5.20, the boundary layer thickness and the friction velocity obtained

on both meshes are shown as functions of streamwise location. The boundary layer

thickness for the hex mesh varies mostly linearly in the computational domain, but

that obtained from the tet mesh starts curving up, but then asymptotes with the

same slope as that from the hex mesh. Both curves start from the same location as

the inflow boundary layer was fixed.

On Figure 5.20(b), the friction velocity is shown where the curve marked theory

is given by the equation:

uτ

U∞
=

√
1

2
· 0.058

Re
1/5
x

(5.20)

This is the power law given by Prandtl in 1927 [43] which the Lund, Wu and Squire

scaling uses for calculating the friction velocity from the momentum thickness. Both



74

 0.19

 0.2

 0.21

 0.22

 0.23

 0.24

 0.25

 0.26

 520000  560000  600000  640000  680000  720000

de
lta

Re_x

hex mesh
tet mesh

(a) Boundary layer thickness

 0.0415

 0.042

 0.0425

 0.043

 0.0435

 0.044

 0.0445

 0.045

 0.0455

 520000  560000  600000  640000  680000  720000

u_
ta

u

Re_x

hex mesh
tet mesh

theory

(b) Friction velocity

Figure 5.20: Boundary layer thickness (a) and friction velocity (b) as
a function of streamwise location for the whole simulation
domain for hexahedral (red curves) and tetrahedral (green
curves) meshes

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  0.2  0.4  0.6  0.8  1  1.2

u/
U

e

y/delta

hex mesh
tet mesh

(a) U
U∞

vs. η

 0

 5

 10

 15

 20

 25

 30

 1  10  100  1000  10000

u+

y+

hex mesh
tet mesh

(b) u+ vs. y+

Figure 5.21: Mean streamwise flow profile obtained on hexahedral and
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friction velocity curves have the same slope as equation (5.20), but the friction

velocity from the tetrahedral mesh is 3% lower than that from the hexahedral mesh.

The friction velocity is calculated by equation (3.46) using the slope of the velocity

at the wall as the first point of the wall is inside the viscous sublayer. The friction

velocity curves have jumps at the inflow and outflow locations where the friction

velocity is incorrect due to the numerical errors in the stress computation (post-

processing) from these two locations.

Figure 5.21 shows the mean streamwise velocity profiles in inner (5.21(b))
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Figure 5.22: Comparison of δ, H, uτ and Reθ versus Rex between LWS
and alternative scalings

and outer (5.21(a)) variables for both meshes. On both figures, the velocity profile

obtained on the tetrahedral mesh is over predicted in the outer region which comes

from the fact that the friction velocity is underestimated using tetrahedral meshes.

The tetrahedral mesh does not resolve completely the whole boundary layer as

it is seen in Figure 5.21(b). For this example, the hexahedral mesh has better

convergence than the tetrahedral mesh.

5.2.2.3 Solution with alternative scaling

In Figures 5.22 - 5.26, the results obtained by using the Lund, Wu and Squires

scaling are compared to those obtained by using the alternative scaling in the rescal-

ing recycling method. Figure 5.22(a) shows the boundary layer thickness as a func-

tion of the streamwise location. The boundary layer thickness varies quasi linearly
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in both cases. The boundary layer curves coincide together in the second part of

the domain. The shape factor, H = δ∗

θ
, is plotted on Figure 5.22(b) where δ∗ and

θ are the displacement and momentum thicknesses respectively. For both scalings,

the shape factor is essentially constant and within 2% of each other. Figure 5.22(c)

shows the friction velocity profiles. The friction velocity profile calculated using the

LWS scaling is consistantly 4% higher than the profile using the alternative scaling.

Both profiles have the same trend as the theorectical line (eq. 5.20) when the inflow

and outflow regions are ignored. The Reynolds number based on momentum thick-

ness is 3% higher in the case using the alternative scaling, than the LWS scaling,

shown in Figure 5.22(d).

In Figures 5.23 - 5.26, the flow profiles are plotted for Reθ = 1800 and Reθ =

1900 for both scalings. Figures 5.23, 5.24 and 5.25 show the mean streamwise flow

profile in the outer variable, velocity deficit normalized by the friction velocity and

in the inner variable on the semi log scale, respectively. The profiles from the

two simulations are essentially identical when normalized both by the free stream

velocity (Fig. 5.23) and by the local friction velocity (Fig. 5.24 and 5.25). The

Reynolds stresses shown in Figure 5.26 are urms

uτ
, wrms

uτ
, vrms

uτ
and u′v′

u2
τ

, from upper to

lower curves respectively. The profiles of the different components of fluctuations

collapse together for both simulations.

Even if the alternative scaling simulation gives small variations in the flow

properties (e.g. boundary layer thickness, coefficient of friction) when comparing

to those from the simulation using the LWS scaling, the mean and fluctuating flow

profiles are statistically similar between the two scalings presented in this work. The

transient part of the simulations in both scalings takes around same number of time

steps.

5.2.3 Comparing to experimental data

In Figures 5.27 - 5.29, the solutions obtained at Reθ = 1900 for both LWS

(LWS) and alternative scalings (alt) are compared to experimental data from Castillo

and Johansson (CJ) [9] for turbulent boundary layer with zero pressure gradient at

Reθ = 1919 and 2214, from Smits and Smith (SS) [50, 51] at Reθ = 4981 and from
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LWS and alternative scalings at Reθ = 1900 to experimental
data by Castillo and Johansson [9] at Reθ = 1919 and 2214,
of Smits and Smith [50, 51] at Reθ = 4981 and of Purtell,
Klebanoff and Buckley [44] at Reθ = 1840

Purtell, Klebanoff and Buckley (PKB) [44] at Reθ = 1840. The mean streamwise

velocity profiles are plotted on Figures 5.27 and 5.28. The data from PKB was not

plotted on Figure 5.28 as the friction velocity was not provided. The velocity profiles

obtained from the LES simulations using the rescaling recycling method collapse to

the profiles obtained from all experimental data both in inner variables on semi log

scale and in outer variables.

In Figure 5.29, the Reynolds stresses profiles normalized with the friction

velocity are shown for LWS, alt, CJ and SS. Data from Castillo and Johansson

did not have information about spanwise fluctuations, thus dark blue and pink

curves for wrms

uτ
are not present. The profiles using the rescaling recycling method

are closest to the CJ data as those flows have similar Reynolds numbers based on

momentum thickness. The peaks of urms

uτ
curves from the LES simulations coincide

with peaks from CJ data. The urms

uτ
profiles obtained from LES are much wavier

than those from experimental data. Indeed, in 0.1 < η < 0.4 region the simulations
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under predict u′ fluctuations and over predict them in 0.4 < η < 1.0 when compared

to CJ data. Shear stress curves in the inner layer lay on top of each others for all

data provided, but in the outer layer the LES over predict the shear stress. The

largest discrepancies are in vrms

uτ
where the profiles obtained from LES are between

CJ and SS experimental data. The wrms

uτ
curves from numerical data are slightly

higher than that from SS data. The stresses obtained from SS data are much lower

than those from CJ data mostly due to higher Reθ.

Figure 5.30 presents the mean streamwise normalized velocity profile for the

simulation using LWS scaling at Reθ = 1900 and the profiles obtained for Adrian

and Tomkins [1, 2] DNS data of zero pressure gradient turbulent boundary layer

at Reθ = 1015. The available DNS data are 50 time instances at 200 streamwise

locations which were averaged in time. As 50 instances are not enough for time

averaging, the scatter in the flow profiles is so high in this figure, but the general

aspect of the flow profiles from this DNS data and from our LES simulation are the

same.
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In conclusion, the rescaling recycling method captures correctly the mean and

fluctuating flow fields when simulating zero pressure gradient turbulent boundary

layer.



CHAPTER 6

CONCLUSION

The rescaling recycling method presented in this work is based on the inflow

generation technique developed by Lund, Wu and Squires (LWS) in [40]. In their

work, first, an inflow generation simulation is used to develop statistically stationary

zero pressure turbulent boundary layer by rescaling the solution from a downstream

location and recycling it at the inlet boundary. Then, the mean and fluctuating

profiles are extracted from inside the computational domain of this simulation and

imposed as the boundary condition on the main simulation. Thus, two simulation

are needed for this inflow generation technique. In the present research, the two

simulations are merged together as the rescaling recycling method is used to vary

the inlet boundary condition at each time step of the simulation of the turbulent

boundary layer. In particular, the instantaneous solution from the recycle plane

located inside the computational domain is averaged in time and homogeneous di-

rection as the mean turbulent boundary layer flow is two-dimensional. Knowing

the averaged field, the fluctuation field is determined. The two flow fields are then

rescaled differently in the inner and outer boundary layer region using the appro-

priate self-similarity scales. The instantaneous flow field at the inlet boundary is

then constructed from the recycled mean and fluctuating quantities obtained for the

inner, viscous layer and the outer region.

The scaled plane extraction boundary condition is the implementation of the

rescaling recycling method using the finite element framework to solve the turbulent

boundary layer flows discretized on unstructured meshes. The Navier Stockes equa-

tions are solved for the flow variables using the Streamline Upwind Petrov Galerkin

formulation. The recycle plane is virtual when the mesh is unstructured, thus the

solution field needs first to be interpolated on the virtual 2D plane used for recycling.

Three scaling laws were implemented: the scaling based on Blasius equation

was used for simulating flat plat laminar flow during the validation process; the scal-

ing developed by LWS and the alternative scaling based on the turbulent boundary
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layer theory developed by George and Castillo [18] were both used to simulate tur-

bulent boundary layer over a flat plate at zero pressure gradient. Both scalings give

good results when compared to experimental data found in the literature.

For the alternative scaling law, the scales for the fluctuations were derived

using the asymptotic invariance principle where the inner scaling was found to be

the same as in the LWS scaling (i.e. the friction velocity). In the outer scaling,

the only change from the LWS scaling is that the normal velocity and fluctuation

scale with U∞
dδ
dx

instead of just the free stream velocity as the other components do.

The alternative scaling incorporates the local Reynolds number dependence when

calculating the ratio of the friction velocity between the recycle and inlet planes.

It was demonstrated that the rescaling recycling method gives promising re-

sults for turbulent boundary layers over flat plates. Testing needs to be expanded

to axsysimmetric flows like pipes and nozzles as the SPEBC was implemented to

work with curved domains. As the framework for easily implementing new scaling

laws was also developed in this work, rewriting the scales into cylindrical coordi-

nates could give better scales to use for axisymmetric domains. Extension of the

scaling laws to be able to scale correctly pressure and temperature would permit the

use of the rescaling recycling method for flows with favorable and adverse pressure

gradients and even for compressible computational fluid dynamics.

It would be interesting to study if the upstream flow conditions incorporated in

the scalings could reduce the computation time of simulating the turbulent boundary

layers and improve the simulations of complex turbulent flows.
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