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Abstract In this paper, we review the existing interpolation
functions and introduce a finite element interpolation func-
tion to be used in the immersed boundary and finite element
methods. This straightforward finite element interpolation
function for unstructured grids enables us to obtain a sharper
interface that yields more accurate interfacial solutions. The
solution accuracy is compared with the existing interpola-
tion functions such as the discretized Dirac delta function
and the reproducing kernel interpolation function. The finite
element shape function is easy to implement and it natu-
rally satisfies the reproducing condition. They are interpo-
lated through only one element layer instead of smearing to
several elements. A pressure jump is clearly captured at the
fluid–solid interface. Two example problems are studied and
results are compared with other numerical methods. A con-
vergence test is thoroughly conducted for the independent
fluid and solid meshes in a fluid–structure interaction sys-
tem. The required mesh size ratio between the fluid and solid
domains is obtained.

Keywords Immersed boundary method · Immersed
finite element method · Convergence test · Fluid–structure
interaction · Incompressibility

1 Introduction

Investigating complex physical phenomena in fluid–struc-
ture interactions requires reliable and efficient modeling tech-
nique and simulation tools. In the past few decades, numerous
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research efforts have been directed to method development
for fluid–structure interactions. Methods developed by
Tezduyar and his coworkers [1–4] are widely used in the
simulation of fluid-particle and fluid–structure interactions,
such as the studies on parachute aerodynamics [5]. The Arbi-
trary Lagrangian Eulerian (ALE) numerical approach [6–11]
is another technique to accommodate the complicated fluid–
structure interface. Nevertheless, mesh updating or re-mesh-
ing processes can be computationally expensive for the ALE
algorithm. Glowinski et al. [12–14] developed the Distrib-
uted Lagrange Multiplier method to study particulate flows.
Recently, researchers have applied the extended finite ele-
ment method (XFEM) to study fluid–structure interactions
[15–17].

Among the computational methods developed for fluid–
structure interactions, one of the most noticeable contribu-
tions is the immersed boundary method [18,19], which was
initially developed to study the blood flow around heart valves
[20–26]. The mathematical formulation of the immersed
boundary method employs a mixture of Eulerian and Lagra-
ngian descriptions for fluid and solid domains. The inter-
action between the fluid and structure is accomplished by
distributing nodal forces and interpolating nodal velocities
between the Eulerian and Lagrangian domains through a
smoothed approximation of the Dirac delta function. The
advantage of the immersed boundary method is that the fluid–
structure interface is tracked automatically, which circum-
vents costly mesh updating algorithms. The immersed
boundary method inspired researchers around the world to
further develop and enhance the accuracy and efficiency of
the method. One of them is the immersed interface method
[27,28] where LeVeque and Li obtained second-order accu-
racy in Peskin’s immersed boundary method by imposing a
derived second-order solution for Stokes fluid at the inter-
face for finite difference method with uniform grid instead
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of a smoothed Dirac delta function. This method was later
extended to solve more complicated Navier–Stokes fluid
flows [29–33]. Other methods include the extended immersed
boundary method [34] which uses the finite element approach
to calculate solid boundary nodal forces and the immersed
boundary finite element method [35,36] which describes an
immersed solid boundary in a fluid domain that is modeled
using finite elements.

The immersed finite element method [37–42] is another
method that extends the immersed boundary method to repre-
sent the background viscous fluid with an unstructured finite
element mesh and nonlinear finite elements for the immersed
deformable solid. Similar to the immersed boundary method,
the fluid domain is defined on a fixed Eulerian grid and the
solid domain is constructed independently with a Lagrang-
ian mesh. The two major contributions of the immersed finite
element method are: (1) the solid structure occupies volume
space in the fluid domain and can be described using realis-
tic material constitutive laws and (2) the reproducing kernel
function [43–45] is introduced as the interpolation function
in replace of the Dirac delta function to accommodate for
nonuniform background meshes which are typically used in
enhancing interfacial solutions. A new set of governing equa-
tions is derived and it allows the solid and fluid domains to
be solved independently.

Due to the fact that the fluid and the solid computational
domains are constructed independently, i.e. non-conforming
mesh, an interpolation function is needed to interpolate or
map the solutions at or near the interface from one domain
to another. In both the immersed boundary method and the
immersed finite element method, this interpolation function
must satisfy the reproducing condition which requires that in
the limit as the discretized size tends to be zero, the approxi-
mation should represent the given point value after the inter-
polation. The discretized Dirac delta function used in the
immersed boundary method and the reproducing particle
method used in the immersed finite element method satisfy
this condition. However, it is computationally expensive to
generate and solve for infinitesimally small grids; as the grid
size gets larger, the interpolated region gets large, the inter-
facial solutions to be interpolated get smeared over several
layers of fluid grids during the interpolation process, which
numerically thickens the fluid–structure interface. Besides
the reduced solution accuracy at the interface, these interpo-
lation functions also cause problems when the solid boundary
comes close to the fluid boundary, where a sufficient number
of grid layers are required to reproduce the solutions.

Therefore, in this paper, we propose and implement a
finite element interpolation function for non-uniform back-
ground fluid grid to capture a sharper fluid–structure inter-
face than the reproducing kernel interpolation function used
in the immersed finite element method and the Dirac delta
function used in the immersed boundary method. They are

interpolated through only one element layer instead of smear-
ing to several elements. Using finite element interpolation
function will produce sharper interfaces, capture expected
pressure jumps without explicitly imposing solution jumps
at the interface, and avoid the issue raised when the interface
comes near the computational boundary. These advantages
can be further enhanced when refined unstructured grids are
used near the interface. The finite element interpolation func-
tion is easy to implement and it naturally satisfies the repro-
ducing condition.

Furthermore, through the examples, a detailed conver-
gence test will be conducted in this paper. We will also thor-
oughly examine the mesh ratio requirement for the solid and
the fluid domains. When constructing independent fluid and
solid meshes, the mesh size ratio between the fluid and the
solid domains must be chosen with care. A heuristic esti-
mation of mesh ratio of 2.0 is needed in order to prevent
any ‘leaking’ phenomenon to occur [41]. The finding of this
study can also be applied to other immersed boundary related
methods.

The outline of this paper is as follows. In Sect. 2, we will
present the formulations, review the discretized Dirac delta
function and the reproducing kernel interpolation function,
and introduce the proposed finite element interpolation func-
tion. In Sect. 3, two examples with detailed analysis will be
shown. The solutions are examined thoroughly and compared
with other published results. The convergence test will be
performed and a range of allowable mesh size ratios between
the fluid and solid domains will be identified. Finally, con-
clusions are drawn in Sect. 4.

2 Formulations

In this section, we will review the existing interpolation func-
tions, i.e. the discretized Dirac delta function and the repro-
ducing kernel function. We will then present the algorithm
for the finite element interpolation function that produces
sharper interface. The formulations are implemented based
the immersed finite element method. However, it can be
applied to any derived immersed methods that we discussed
in the introduction section as long as the fluid and the solid
domains are constructed independently and interpolation
functions are required for any interface communications. For
completeness, the original algorithm of the immersed finite
element method is reviewed first.

2.1 Immersed finite element method algorithm

The fluid is assumed to be incompressible and fulfills the
entire computational domain� that is composed of two dis-
tinct domains: the actual fluid (� f , x) and the immersed solid
(�s, x). Since the fluid is everywhere in the domain, the solid
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volume is also occupied by the fictitious fluid. With the cur-
rent configuration of the solid xs and its velocity vs at time
t, the fluid–solid interaction force in the solid domain f F SI,s

is derived as:

f F SI,s = −(ρs − ρ f )üs + ∇ · σ s − ∇ · σ f

+ (ρs − ρ f )g in �s, (1)

where ρs and ρ f are the solid and fluid densities; σ s and σ f

are the internal stress of solid and fluid, respectively; us is the
solid displacement and g is the body force. The internal stress
of the solid σ s is determined by the material constitutive law.

The interaction force obtained from the solid domain
Eq. (1) is then distributed to its surrounding fluid domain
through an interpolation procedure as follows:

f F SI, f =
∫

�s

f F SI,sφ(x − xs)d�, (2)

whereφ(x−xs) is the interpolation function, which is a func-
tion of the distance between a solid node and its surrounding
fluid nodes in its influence domain.

After the force distribution, the interaction force acts as an
external force in the fluid domain. The governing equations
for the fluid domain are the Navier–Stokes equations:

∇ · v f = 0, (3)

ρ(v f
,t +v f · ∇v f )=−∇ p f +µ f ∇2v f +f F SI, f , in �. (4)

The fluid velocities v f and pressure p f are solved implic-
itly with stabilized galerkin method. The fluid velocities are
then interpolated back to the solid domain using the same
interpolation function as in Eq. (2):

vs =
∫

�

v f φ(x − xs)d�. (5)

Once the nodal solid velocities are obtained, the nodal dis-
placement can be updated explicitly in time:

us,n+1 = vs,n+1�t. (6)

The entire procedure is then repeated for the next time step
starting from Eq. (1). Both solid and fluid equations are
solved using finite element method with linear elements.

2.2 Interpolation functions

The interpolation function, φ, to be used in Eqs. (2) and
(5) must satisfy the following conditions: 1. The continu-
ity of φ is imposed across the fluid–solid interface to sat-
isfy the continuity of velocity and forces to be interpolated.
2. The interpolation functions must be complete and repro-
ducible, i.e.

+∞∫

−∞
φ(x − y)dy = 1, (7)

and the reproduced function u(x) is:

+∞∫

−∞
u(y)φ(x − y)dy = u(x), (8)

where x is the Lagrangian solid domain and y is the Eulerian
fluid domain. The discretized forms of the above conditions
become:∑

I

φI = 1, (9a)

∑
I

u IφI = uh, (9b)

where I is the index for the number of nodes in the sup-
port domain. This support is typically bounded. The goal is
to have the smallest possible support in order to maintain
the sharpness of the interface for accuracy and to conserve
computational efficiency.

To ensure the conservation of energy, the interpolation
functions in both distribution of forces and interpolation of
velocity field must be the same at each time step, i.e. the sup-
port of a solid point has to be identical in the distribution and
interpolation processes [19].

There are many ways to generate an interpolation func-
tion that can satisfy all the above mentioned conditions. The
choices depend on several factors: (1) the nature of the fluid
mesh, whether it has structured or unstructured grids; (2)
the size of the support, which results in varying degrees of
interface sharpness; (3) easiness in implementation and effi-
ciency. The following describes three different interpolation
functions: the discretized dirac delta function, the reproduc-
ing kernel function, and our proposed finite element interpo-
lation function.

2.2.1 Discretized Dirac delta function

In the original immersed boundary method, a discretized
Dirac delta function φ(r), is used as the interpolation func-
tion, where r is the distance between a solid node and a
surrounding fluid node normalized by the mesh size h. In
Ref. [19], the function is defined such that:

φ(r) = 0 for |r | ≥ 2, (10a)∑
jeven

φ(r − j) =
∑
jodd

φ(r − j) = 0.5 for all real r, (10b)

∑
j

(r − j)φ(r − j) = 0 for all real r, (10c)

where j is an integer value for uniform grid index. The sup-
port is bounded to a 2-grid shift on each side of the point x.
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In a 1-D domain, the support covers 4 grid units. These equa-
tions are to maintain the reproducing conditions listed in
Eq. (9) for uniform grid size. This function has C0 conti-
nuity and is only appropriate when structured fluid mesh is
used.

The above equations can be stipulated in a simpler form as
the interpolation function in the immersed boundary method
for uniform fluid background meshes [19],

φ(r) =
{

1
4

(
1 + cos

(
π |r |

2

))
, |r | ≤ 2

0, |r | > 2.
(11)

In a 3-D model, the discretized Dirac delta function δh(x)
becomes

δh(x) = 1

h3φ
( x1

h

)
φ

( x2

h

)
φ

( x3

h

)
, (12)

where x1, x2, and x3 are the distance between a solid node
and a surrounding fluid node in the x, y, z directions, respec-
tively.

2.2.2 Reproducing kernel function

In the immersed finite element method, the reproducing ker-
nel interpolation function is employed to acquire a higher
order interpolation and it is also suitable for both uniform
and nonuniform meshes. This reproducing kernel particle
method was first proposed as one of the meshfree methods
[43,44,46,47]. A dilation parameter is introduced to control
the size of the window function or the support size. When
it is used as an interpolation function, this constant scales
and controls the size of the fluid–solid interface. Users need
to define this constant prior to the simulation in order to
achieve the desired fluid–solid interfacial thickness. How-
ever, the interfacial thickness cannot be too small because a
sufficient number of surrounding nodes are required to com-
pute the interpolation function. For both Dirac delta function
and reproducing kernel function interpolations, the size of
the influence domain �φ is at least 4 element-layers when
uniform mesh is used. Larger influence domain will induce
a smoothed or smeared velocity and force fields at the inter-
face after the interpolations, which is not desired when more
accurate interfacial solutions are required. Moreover, a search
algorithm must be completed in each time step in order to
identify new sets of neighbors after the solid advances to a
new position from the previous time step.

As illustrated in Ref. [48], both wavelet and smooth par-
ticle hydrodynamics (SPH) methods belong to a class of
reproducing kernel methods where the “reproduced” func-
tion u R(x) is derived as:

u R(x) =
+∞∫

−∞
u(y)φ(x − y)dy, (13)

with a projection operator or a window function φ(x).
The reproducing condition requires that up to nth order

polynomial can be reproduced, i.e.,

xn =
+∞∫

−∞
ynφ(x − y)dy. (14)

To satisfy the reproducing condition, a correction function
C(x; x − y) is introduced in the finite domain of influence
or support, so that the window function yields:∫

�

C(x; x − y)a−1φ

(
x − y

a

)
d� = 1 (15)

where a is the dilation parameter or refinement of the win-
dow function and x − y is the distance between the node x
and its support node y. The additional constant, a−1, scales
the window function so that the integral over the domain of
support equals one such that

∫
�
φ(x)d� = 1. An example

of a high order window function φ(x) for uniform grids is a
cubic spline,

φ

(
x − y

a

)
=

⎧⎪⎪⎨
⎪⎪⎩

2
3 −( x−y

a

)2
(

1 − |x−y|
2a

)
, 0 ≤ |x−y|

a < 1

1
6

(
2 − |x−y|

a

)3
, 1 ≤ |x−y|

a ≤ 2

0, otherwise.

(16)

The discretized reconstruction of the delta function for non-
uniform spacing can be written as

φI (x) = C(x; x − xI )a
−1φ

(
x − xI

a

)
�xI . (17)

The correction function C needs to be derived for nonuni-
form grids, as shown in [46]. The window function is used as
the interpolation function for the interpolation of the nodal
velocities and the distribution of the nodal forces between
the fluid and solid domains.

2.2.3 Finite element interpolation function

In this section, we will introduce the finite element interpola-
tion function that is capable of (1) producing sharp fluid–solid
interface, (2) handling nonuniform or unstructured mesh,
and (3) obtaining accurate interfacial solutions without the
requirement of a minimum number of element layers in
between a solid boundary and a fluid boundary. (This is
explained further in the examples.)

The finite element basis function naturally satisfies the
reproducing conditions. Therefore, no correction function is
needed in the implementation. The influence domain of a
solid node can be easily identified by locating the fluid ele-
ment that the solid node resides in. Most importantly, it does
not require a minimum number of elements near the bound-
ary in order to produce enough grid layers for the interpola-
tions when the interface approaches a fluid boundary, shown
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Fig. 1 Comparison of influence domains identified by a finite element interpolation function (�ψ ) and b reproducing kernel interpolation function
(�φ) in a nonuniform fluid mesh

Fig. 2 Construction of finite element interpolation function for a point
in a 2-D triangular element

in Fig. 1. The solid domain is always contained in the fluid
domain, so the finite element interpolation functions can be
constructed based on the relative position of the solid point
within a fluid element.

The whole procedure can be performed in three steps: (1)
identify the fluid element that contains a particular solid node;
(2) calculate interpolation functions, and (3) conduct veloc-
ity interpolation or force distribution. At every time step, a
search algorithm is performed to identify the corresponding
fluid element that a solid node I resides in. The search algo-
rithm is built based on “point in triangle test” for 2-D [49]. It
can be easily extended as a point in tetrahedral test for 3-D or
other types of elements (quadrilateral and hexahedral) due to
the fact that these elements can always be divided into combi-
nations of triangles or tetrahedrals. The element is considered
as its influence domain �ψ I . The symbol ψ is to represent
finite element interpolation influence domain. An example
is shown in Fig. 2 where P is a solid node with coordinate
(xs

I , ys
I ) contained in a trianglular element with local node

numbers J , which are labeled as 1, 2, 3 and coordinates of
(xe

1, ye
1), (x

e
2, ye

2), (x
e
3, ye

3), respectively.
The local interpolation function N e

J must satisfy the repro-
ducing conditions such that:

3∑
J=1

N e
J = 1 xJ ∈ �ψ I , (18a)

3∑
J=1

N e
J xe

J = xs xJ ∈ �ψ I , (18b)

3∑
J=1

N e
J ye

J = ys xJ ∈ �ψ I . (18c)

We can then assemble them into a matrix form as: NeMe = P,
where

P(xs, ys) = (
1 xs ys

)
,

Me=
⎛
⎝1 xe

1 ye
1

1 xe
2 ye

2
1 xe

3 ye
3

⎞
⎠ .

Finally, the finite element interpolation function Ne can be
solved as:

Ne(xs, ys) = P(xs, ys)(Me)−1. (19)

It is noted that when the solid node happens to be on the
edge of a fluid element, the inverse of Me becomes singular.
However, as long as the distance from the solid point to an
element boundary is larger than certain machine precision,
e.g. 10−6, the interpolation function can be solved without
any difficulty. Once the finite element interpolation function
is constructed, the force can be distributed from the fluid
nodes to the solid nodes and the nodal solid velocities can be
interpolated from the fluid velocities as:

vs =
∑

J

NJ v f
J xJ ∈ �ψ I , (20a)

f F SI, f
J = NJ f F SI,s xJ ∈ �ψ I . (20b)
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Fig. 3 A deformable wall in a
cavity driven flow: a initial
configuration (problem
statement) and b steady state
solution with streamlines
(′+′ represent the interface
obtained by Dunne [50])

3 Examples

3.1 Example 1: an elastic wall in a lid-driven cavity flow

In this example, we study the deformation of a flexible wall
that is placed at the bottom of a lid-driven cavity filled with
fluid. This study was first presented in Ref. [50] using the
Arbitrary Lagrangian Eulerian method. It was then repeated
and confirmed by Zhao et al. in Ref. [51]. For validation pur-
poses, we first compare our steady-state solution with the
ones reported in Ref. [50] and then focus our study
on the solutions captured at the fluid–solid interface, espe-
cially the pressure jump that is yielded by using the finite
element interpolation shape function. A comprehensive con-
vergence study of this fluid–structure interaction algorithm
is also performed.

A hyperelastic wall with height 0.5 cm and width 2 cm is
located at lower bottom of a cavity with size 2 cm × 2 cm.
The space above is filled with fluid, as shown in Fig. 3a. The
top lid of the cavity is driven by spatially dependent velocity
functions:

u =0.5

⎧⎨
⎩

sin2(πx/0.6), x ∈ [0.0, 0.3];
1, x ∈ (0.3, 1.7);
sin2(π(x − 2.0)/0.6), x ∈ [1.7, 2.0].

(cm/s)

(21)

The time step used is 0.05 s. The fluid has density of ρ f =
1.0 g/cm3 and viscosity of µ f = 0.2 dyn· s/cm. The solid
is described as Neo-Hookean hyperelastic material. For a hy-
perelastic material with Mooney-Rivlin [34] or Neo-Hookean
description, the strain energy function W is given as:

W = C1(J1 − 3)+ C2(J2 − 3)+ κ

2
(J3 − 1)2, (22)

with

J1 = I1 I −1/3
3 , J2 = I2 I −2/3

3 , J3 = I 1/2
3 , (23)

in which C1, C2, and κ are the material constants and I1, I2,
and I3 are functions of the invariants of the Cauchy-Green
deformation tensor C which is defined as Ci j = Fim Fjm .
When C2 and κ are 0, the Mooney-Rivlin description can be
reduced to Neo-Hookean description. Here, Neo-Hookean
material is used with C1 = 0.1 dyn/cm2. When large dis-
placements and deformations occur, the second Piola-Kirch-
hoff stress Si j can be derived based on the Green-Lagrangian
strain Ei j :

Si j = ∂W

∂Ei j
and Ei j = 1

2
(Ci j − δi j ). (24)

The first Piola-Kirchhoff stress Pi j can be transformed from
the second Piola-Kirchhoff stress Si j by applying Pi j =
Sik Fjk . The Cauchy stress σ can be transformed from the
first Piola-Kirchhoff stress, P. The transformations between
stresses can be found in Ref. [52].

The deformed wall reaches a steady state at t = 8 s, shown
in Fig. 3. The streamline of the fluid is also presented. As
shown on the figure, the steady state solution is nearly iden-
tical with the one reported in [50].

3.1.1 Sharp interface solutions

To examine the accuracy of the solutions at the interface from
the interfacial thickness, we will focus on the pressure jump
occurring at the fluid–solid interface. This pressure jump is
expected to exist at any x-value along the fluid–solid inter-
face. If the interpolation function does not produce a sharp
interface, then this pressure difference is smeared through
several layers of grids and the solutions at this interface can-
not be captured accurately. Here, we examine the pressure
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Fig. 4 Comparison of pressure profiles at x = 0.5 cm along y-axis
using finite element interpolation and reproducing kernel interpolation
function with both uniform and nonuniform mesh

at the interface by choosing an arbitrary location, say x =
0.5 cm, at the steady state. The interface is located at y =
0.55 cm when x = 0.5 cm.

Four results are compared: (1) using finite element inter-
polation with slight refinement near the interface while hav-
ing slight coarser mesh size everywhere else (nonuniform
grid), (2) using finite element interpolation with uniform grid,
(3) using reproducing kernel interpolation function with non-
uniform grid, and (4) using reproducing kernel interpolation
function with uniform grid. The pressure profiles from these
four cases along x = 0.5 cm are shown in Fig. 4.

The results show that by applying nonuniform mesh with
finer mesh around the solid-fluid interface, the interface is
sharper comparing with the uniform mesh while maintain-
ing the overall accuracy everywhere else. When the finite
element interpolation function is used as compared to the
reproducing kernel interpolation function, it again yields a
more defined interface. As the interface gets narrower, the
distribution of the forces and the interpolation of the veloc-
ities are only spread within a thin layer, which reduce the
errors generated during the interpolation processes and yield
more accurate solutions. When uniform mesh is used, using
finite element interpolation function can reduce the interfa-
cial thickness by as much as 65.4% comparing to that of the
reproducing kernel interpolation function. It can be further
reduced by 80.3% when nonuniform mesh is used.

We can further look into the pressure jump by calculating
the derivative of the pressure from these three cases. Ideally,
this pressure jump should produce a Dirac delta function for
the pressure derivative. As shown in Fig. 5, the finite element
interpolation function with nonuniform mesh yields a very
narrow band and has the maximum peak value, which has

the closest resemblance of a Dirac delta function. From this
result, we observe that the finite element interpolation can
capture a sharper interface with a smaller support domain
while conserving the reproducing condition. It can be fur-
ther improved when nonuniform mesh is used.

3.1.2 Convergence studies

A comprehensive convergence test is performed using this
example. We pay special attention to the allowable fluid–
solid mesh size ratios that can be used to yield convergent
solutions. For a coupled fluid–structure problem, the con-
vergence rate is computed independently with Lagrangian
mesh element size and Eulerian grid spacing. Since there is
no analytical solution for this problem, the errors of fluid
velocity and solid displacement are calculated based on the
solution obtained from a finely discretized system. The con-
vergence of the solid displacement is calculated by refining
the Lagrangian mesh while keeping the Eulerian mesh fixed
at a refined state. Similarly, the convergence of the N-S solver
is studied by refining the fluid mesh while keeping the solid
mesh at a very fine resolution. Both components are per-
formed with uniform mesh spacings for consistencies. Errors
in the fluid velocity and solid displacement are calculated in
L2 norms for steady state solutions.

The error in the fluid velocity field, ev f is defined as:

ev f =
⎛
⎜⎝ 1

A� f

∣∣∣∣∣∣∣
∫

� f

(v2 − ṽ2)d�

∣∣∣∣∣∣∣

⎞
⎟⎠

1/2

, (25)

where v is the velocity field to be examined; ṽ is the velocity
of the reference solution. The error is then normalized with
the total area of the fluid domain A� f . The discretized form
is as follows:

ev f =
(∣∣∣∣∣

1

N

∑
I

vI
2 − 1

Ñ

∑
J

ṽ2
J

∣∣∣∣∣
)1/2

, (26)

where I and J are the nodal index in the fluid domain for the
solutions to be examined and the reference solutions, respec-
tively. The sum of the kinetic energy in each solution is then
normalized by the number of nodes used in the fluid domain
where N is the number of nodes in the mesh to be examined
and Ñ is the number of nodes in the reference mesh.

The error in the solid displacement, eds is defined as:

eds =
⎛
⎝ 1

l�F SI

∫

x

(ys − ỹs)2dx

⎞
⎠

1/2

, (27)

where l�F SI represents the total length of the fluid–solid inter-
face in the reference solution �F SI . The errors are evaluated
on the position of the interface in the y-direction along the
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Fig. 5 Interface width or pressure jump can be observed from the deriv-
ative of pressure across an interface. a Finite element interpolation with
nonuniform mesh. b Reproducing kernel interpolation with nonuniform

mesh. c Finite element interpolation with uniform mesh. d Reproducing
kernel interpolation with uniform mesh

x-axis, i.e. from x = 0 to x = 2. ys and ỹs are the y-coordi-
nates of the fluid–solid interface obtained from the mesh to
be examined and the reference mesh, respectively.

The discretized form is as follows:

eds =
(

1

N s

∑
J

(yh
J − ỹh

J )
2

)1/2

, (28)

where N s is the number of solid nodes at the fluid–solid
interface in the reference mesh and J is the nodal index of
these point. yh

J and ỹh
J are the y-coordinate of the solid node

at a particular x-position along the interfaces obtained from
the mesh to be examined and the reference mesh, respec-
tively. When studying the convergence of the fluid mesh with
a fixed finely-discretized solid mesh, the number of solid
nodes remain the same on the interface. However, for the
convergence study of the solid mesh with varying solid mesh
size, the number of solid nodes are different. To calculate the
error at any x with the finely-discretized reference mesh, the
displacement solution of the mesh to be examined is interpo-

lated, denoted by h, for that particular x along the continuous
interface.

The convergence of the fluid mesh is examined by using
a series of discretized fluid meshes (from 16384 to 256 ele-
ments) while keeping the solid mesh fixed. The data is listed
in Table 1. The convergence of the fluid mesh element size
is shown in Fig. 6. The error in the fluid velocity field in
L2 norm yields a convergence rate of O(h0.8) and the error
in the solid displacement in L2 norm has a convergence rate
of O(h1.0).

Similarly, the convergence of the solid mesh is performed
through a series of discretized meshes (from 8192 to 1296 ele-
ments) while the fluid mesh is fixed. The data used is shown
in Table 2. The convergence of the solid mesh is shown in
Fig. 7. The error in the fluid velocity field in L2 norm yields
a convergence rate of O(h1.2) and the error in the solid dis-
placement in L2 norm yields a convergence rate of O(h1.7).

When constructing independent fluid and solid meshes,
the mesh size ratio between the fluid domain and the solid
domain must be chosen with care. A heuristic estimation of
mesh ratio of 2.0 is needed in order to prevent any ‘leaking’
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Table 1 Data used for convergence test of the fluid mesh (with solid mesh 128 × 64)

Fluid mesh 128 × 128 120 × 120 110 × 110 100 × 100 90 × 90 80 × 80 70 × 70 64 × 64 32 × 32 16 × 16

Mesh ratio 2.0 2.33 2.77 3.4 4.14 5.2 6.85 8 32 128

Error(v f ) (10−2 cm/s) Reference 1.1 1.4 1.6 1.8 2.0 2.2 2.4 3.7 5.8

Error(ds) (10−3 cm) Reference 2.39 2.40 2.41 2.52 2.54 3.00 3.48 3.86 8.19

Fig. 6 Convergence test of the fluid mesh. a Error in fluid velocity field. b Error in solid displacement

Table 2 Data used for convergence test of the solid mesh (with fluid mesh 128 × 128)

Solid mesh 128 × 64 128 × 32 120 × 30 100 × 25 88 × 22 80 × 20 72 × 18

Mesh ratio 3.4 1.64 1.43 1.0 0.78 0.64 0.52

Error(v f ) (10−4 cm/s) Reference 0.08 0.09 0.12 0.16 0.17 0.2

Error(ds) (10−3 cm) Reference 0.14 0.15 0.24 0.31 0.36 0.52

phenomenon to occur [41]. This ‘leaking’ refers to the numer-
ical artifact that appears when the fluid element size is much
smaller than that of the solid. This issue has never been inves-
tigated in detail. Through a series of tests, we found this mesh
ratio to be approximately 0.5. If the fluid element is smaller
than half of the solid element, then we indeed observed the
fluid to ‘penetrate’ into the solid domain. This numerical
error, of course, leads to unrealistic physical behavior of the
interaction. This size ratio is found to be very consistent for
all sets of mesh resolutions regardless of being coarse or fine.
Here, we compare the pressure fields from 2 sets of meshes
with mesh ratios of 3.4 and 0.025, respectively (Fig. 8). It is
obvious that the one with mesh ratio of 3.4 yields the correct
pressure distribution while the one from mesh ratio of 0.025
has the wrong solution. A source of ‘leaking’ is found in the
middle of the solid domain to yield an unrealistically high
concentrated pressure spot.

3.2 Example 2: disk in a lid-driven cavity

In this example, we study a deformable disk in a lid-driven
cavity. The cavity is 1 cm by 1 cm and the radius of the disk
is 0.2 cm centered at (0.6 cm, 0.5 cm) in the cavity, as shown
in Fig. 9.

The top lid starts to move horizontally at a constant speed
of U0 = 1 cm/s at t = 0 s. The fluid viscosity is µ f =
0.01 dyn · s/cm2. The solid material is modeled as hyper-
elastic model with Neo-Hookean description that has a mate-
rial constant ranging from C1 = 5.0 dyn/cm2 (hard) to
0.05 dyn/cm2 (soft). This example was briefly illustrated
in Ref. [51]. In our study, we perform a more thorough anal-
ysis and examine the motion and deformation of the disk as
time progresses. The snapshots of the solid deformation at
different time steps are shown in Fig. 10. It is apparent that
the hard disk deforms much less than the soft disk.
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Fig. 7 Convergence test of the solid mesh. a Error in fluid velocity field. b Error in solid displacement

Fig. 8 a Pressure contours at steady-state when mesh ratio is 3.4 (>0.5). b Pressure contours when mesh ratio is 0.025 (<0.5)

The trajectories of the disc centroids for both the hard and
the soft disks are tracked, shown in Fig. 11. The result shows
that both disks eventually settle down at a fixed position in
the fluid as they reach the steady states. It takes the hard disk
approximately 60 s while the soft disk takes only 40 s. The
centroid of the soft disk comes closer to the top boundary
since the soft disk deforms more near the top region of the
cavity. Similar observations are also reported in [51,53].

3.2.1 Incompressibility constraints

In the cluster of the immersed methods, there exists a com-
mon numerical issue when dealing with a solid object
immersed in an incompressible fluid domain. When the fluid
is incompressible the solid must remain incompressible in
the fluid as well, due to the fact that the solid must always

remain immersed in the fluid domain. The detailed discus-
sion can be found in [42]. In some cases, a volume correc-
tion algorithm is required to enforce the incompressibility
constraints. In the soft disk case example, it can be clearly
seen in Fig. 12 that without the correction, there is a sig-
nificant stretching of the soft disk as time progresses. The
volume change is particularly noticeable as it comes close to
a moving boundary, which induces large velocity gradients,
hence high pressure, between the fluid boundary and solid
boundary. In this case, constraining the incompressibility in
the fluid domain alone is no longer sufficient in maintain-
ing the solid volume, instead, a volume correction algorithm
is needed. With the volume correction, the relative volume
change is significantly reduced.

A comparison of the relative volume change from before
and after applying the volume correction algorithm is shown
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Fig. 9 A deformable disk in a lid-driven cavity

in Fig. 13a. Without the volume correction, the soft disk can
increase as much as nearly 20% of its original volume by
t = 5 s.

For the hard case, it is expected that the disk deforms
much less compared to the soft case. We observed that as the
solid material gets more stiff, the volume change is much less
severe. The maximum volume change reaches only 1.6%, as
shown in Fig. 13b. We, again, noticed that during t = 4.0 s
to t = 6.0 s, when the disk is near the top region of the cav-
ity, the volume changing rate increases sharply. This study
confirms that when the solid-fluid interface is near a moving
fluid boundary that can generate a large velocity gradient the
volume correction algorithm is needed.

Even though the magnitude of the volume correction is
small, it does introduce slight numerical error. Thus, it should
be used only absolutely necessary. Softer material requires
more frequent volume corrections. Applying this algorithm
can also be computationally costly, especially with dense
solid mesh. To avoid using this volume correction step, we
can also consider using smaller time steps and refining fluid
mesh near the driving boundary. However, these choices can
also be computationally expensive.

3.2.2 Capturing the interface near the boundary

Using finite element interpolation, the solid interface can
be interpolated through one grid layer, unlike using other
interpolation function where several layers are required to

Fig. 10 Deformation of the disk and the streamlines of the fluid in a lid-driven cavity for hard (C1 = 5 dyn/cm2) and soft (C1 = 0.05 dyn/cm2)
disks
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Fig. 11 Trajectories of the soft and hard disks in a lid-driven cavity
from t = 0 s to t = 40 s

construct the function. This is especially useful when the
fluid–solid interface comes near a fluid boundary. The loca-
tion of the solid cannot be predicted a-prior to construct
enough layers between the interface and the fluid boundary.
With finite element interpolation, this restriction is allevi-
ated. As the solid boundary comes near the top boundary, the
distance between the solid boundary and the top boundary of
the fluid domain can be slightly larger than one fluid element
layer with finite element interpolation. Figure 14 shows the
detailed mesh resolution as it reaches the fluid boundary for
both soft and hard cases.

4 Conclusions

In this paper, we reviewed the interpolation functions used in
the immersed boundary method and the immersed finite ele-
ment method, i.e. the discretized Dirac delta function
and the reproducing kernel function. We then proposed a

Fig. 12 Soft disk deformation in a lid-driven cavity without volume correction

Fig. 13 Relative volume change versus time with and without volume corrections. a C1 = 0.05 dyn/cm2, b C1 = 5.0 dyn/cm2
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Fig. 14 Velocity fields as the disk comes near the top boundary of the cavity. a Soft case at t = 4.9 s. b Hard case at t = 5.3 s

straightforward finite element interpolation function that is
capable of producing sharper interface that preserves the
accuracy in interface solutions and to be used on unstructured
background fluid meshes. The finite element interpolation
function naturally satisfies the reproducing condition and it is
easy to implement. Comparing to the previously mentioned
techniques, the thickness of the interface can be narrowed
by approximately 65% when using uniform grids, and can
be improved even further when nonuniform or unstructured
grids are used.

Through the example problems, we performed a thorough
convergence test and examined the mesh size compatibility
requirement for the fluid and solid domains. We found a mesh
size ratio of 0.5 is required for the fluid and solid discretiza-
tion to avoid numerical issues. If the fluid mesh size is less
than half of the solid mesh size, then a leaking phenomenon
would occur and lead the solutions to diverge. This value is
consistent for several mesh resolutions. We also observed a
relatively large volume change when the solid comes near a
moving fluid boundary that generates large velocity gradient.
A volume correction algorithm is imposed to enforce this
incompressibility constraint. This correction algorithm can
dramatically improve the durability of the incompressibility
assumption and enhance the performance of the simulation.
In summary, this paper introduces a finite element interpo-
lation function to be used in the immersed finite element
method and closely examines and resolves several detailed
numerical issues that are present in the current non-conform-
ing techniques. It provides a more accurate and a more reli-
able approach to be used in the simulations of fluid–structure
interactions.
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