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ABSTRACT

In elastography, the displacement field in the interior of tissue in response to an ex-

citation is measured using either ultrasound or magnetic resonance imaging (MRI).

The research is focused on solving the subsequent inverse problem of determining the

spatial distribution of the viscoelastic parameters of the tissue given the knowledge

of the displacement fields in its interior. In particular, the goal is to create maps of

the complex-valued shear modulus for an incompressible linear viscoelastic material

undergoing infinitesimal time-harmonic deformation. This problem is motivated by

applications in biomechanical imaging, where the material modulus distributions

are used to detect and/or diagnose cancerous tumors.

Our approach to analyzing and solving the inverse viscoelastic problem is based

on recognizing that the measured displacement fields and the reconstructed material

properties satisfy the appropriate equations of motion. In the most general case these

are the equations of conservation of momentum for the time-harmonic response of an

incompressible, isotropic material in three dimensions. Often, approximations are

introduced leading to simplified models that include the scalar Helmholtz equation,

anti-plane shear, plane stress and plane strain. We consider each of these models

as well as the original three dimensional time-harmonic viscoelastic equations. In

each case we analyze the uniqueness of the inverse problem given single or multiple

measurements. We also develop and implement a unified variational method for

solving all these problems.

With regards to the uniqueness of these problems we make the following ob-

servations: (1) the problem of plane stress with a single measurement is identical

to that of anti-plane shear with two measurements; (2) the problem of plane strain

and the 3D problem share the same uniqueness properties, and that these problems

are more ill-posed than those of plane stress and anti-plane strain; (3) in every case,

including more measurements helps considerably in reducing the space of possible

solutions, thus makes the solution to the problem closer to being unique.

We propose a unified direct variational approach to solve these inverse prob-

xi



lems. This approach can accommodate multiple measurements and multiple un-

knowns (the shear modulus and the pressure) simultaneously with relative case.

It is derived by weighting the original partial differential equation for the shear

modulus by the adjoint operator acting on the complex-conjugate of the weighting

functions. For this reason we refer to it as the complex adjoint weighted equa-

tion (CAWE). We consider a straightforward finite element discretization of these

equations and test its performance with synthetically generated and experimentally

measured data. We also append to the CAWE formulation the total variation di-

minishing regularization to improve its performance in the presence of noise. We

conclude that the CAWE method is accurate and represents a viable approach for

determining the viscoelastic properties of tissue.
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CHAPTER 1

Introduction

For centuries, it has been known that diseases cause local mechanical property

changes in soft tissues. Although the detailed mechanism of the change varies from

disease to disease. In particular it has been observed that cancerous tumors tend

to be stiffer than their local surroundings. Some researchers claim that this might

be due to the recruitment of collagen near the tumor, or it might be because of the

exudation of fluids from the vascular system into the extra- and intracellular space

or by a loss of the lymphatic system [1]. Palpation is a conventional diagnostic

tool to detect tumors in soft tissues, and it is based on the fact that the stiffness

between the tumor and its surrounding tissues is different. However, palpation is

not quantitative and cannot detect tumors if they are small or inaccessible if they

are located far from the surface.

1.1 Elasticity Imaging/Elastography

Elastography, a novel non-invasive imaging technique, images the stiffness or

strain of soft tissue in organs like the breast, kidney, liver, and prostate to detect

tumors. Typically, the tissue is deformed by a mechanical stimulus, like compression,

vibration or acoustic radiation force, and its displacement is measured in some way.

The displacement field is then used to recover the mechanical properties, or to simply

create images of the strain.

Elastography may be categorized by three criteria: the imaging technique

used to measure displacements, the type of excitation and the location of the source

of excitation. Typical imaging techniques used to measure displacement include

ultrasound and nuclear magnetic resonance (NMR). Ultrasound imaging has the

advantages of being cheaper, faster and more portable, while MR is more sensitive,

is of higher resolution [2], and is able to access deeper regions [3].

Elastography may also be classified based on the type of the excitation: quasi-

static or dynamic. In quasi-static methods, the tissue is deformed slowly and the

1
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sought parameters satisfy the quasi-static elasticity equations. In this case the

inertia of the tissue is neglected. The dynamic methods, on the other hand, impose

time-harmonic or transient excitation. In time-harmonic excitation, the tissue is

excited by one or more time-harmonic sources, and the sought parameters satisfy the

time-harmonic elasticity equations which give rise to wave-like solutions. In transient

excitation [4], an external or internal, time dependent pulse creates a propagating

wave in the tissue whose motion is tracked. However, even in the transient the

displacement field may be resolved into its time-harmonic components via a Fourier

transform. The drawback of quasi-static data is that the governing equation for

the sought parameters is a homogeneous partial differential equation, and boundary

conditions are required to guarantee that the solution is unique. Furthermore, the

direct solution of the quasi-static inverse problems has limited success [5].

Elastography may also be categorized based on the location of the source of

motion as: external or internal. For external sources, the motion of the tissue is

produced by a source on the surface of the body, while for internal sources, the

excitation lies inside the tissue close to the region of interest. External excitation is

easy to perform, while internal excitation typically relies on acoustic radiation force

(ARFI), and is possibly more accurate as it avoids the influence of the surface and

the surrounding tissues. It also allows deeper regions within the tissue to be probed.

The typical methods of elastography which include a mix of imaging tech-

niques, excitation types, and source locations described above, include:

Vibrational Sonoelastography Sonoelastography is an ultrasound imaging tech-

nique that measures the amplitude response of tissues subject to a harmonic me-

chanical excitation [6]. In vibrational sonoelastography, the motion of the tissue is

generally produced by an external source and measured using ultrasound.

Compression Elastography This is another ultrasound-based imaging tech-

nique in which displacement in the tissue is obtained under a quasi-static external

compression [7, 8]. In this technique, radio-frequency (RF) ultrasound signals are

imaged before and after the compression, and are used to determine the interven-

ing displacement field. From this data either an axial strain image is obtained or
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an inverse problem is solved to determine the spatial distribution of mechanical

properties [7, 9].

Acoustic Radiation Force Imaging (ARFI) In this technique the tissue is

vibrated internally by applying an acoustic radiation force locally, which is generated

by high energy, focused ultrasound. The mechanical response of the tissue near the

focus of the applied radiation force is measured using ultrasound. [10, 11, 12, 13].

Transient Elastography In transient elastography the tissue is excited using

pulsed external sources or internal acoustic radiation impulses. The displacement in

the tissue is measured using an ultrafast ultrasound scanner with up to 10, 000 frames/s

[4]. The advantage of this technique is that the shear waves, especially the wave-

fronts, are imaged before the steady state is reached, and thus artifacts such as

standing waves are avoided.

Magnetic resonance imaging of Time-Harmonic Excitation (MRE) In

magnetic resonance elastography (MRE), a phase-contrast MRI technique is used

to measure the displacement in tissues in response to an external time-harmonic

excitation [14, 15]. Each MRE acquisition maps only one displacement component,

and three displacement components are captured by repeating the experiment in

three orthogonal directions. Thereafter a rich 3D complex harmonic displacement at

the driving frequency is extracted by taking Fourier transform of the displacement

in time domain and is used in an inverse problem to determine the mechanical

properties.

Magnetic resonance imaging of Quasi-Static Excitation In this technique,

MRE is used to measure the displacement in the tissue in response to a small quasi-

static compression [16], and the techniques of quasi-static elastography described

above are used to create maps of the mechanical properties of the tissue.
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1.2 Inverse Problem

In this dissertation we are concerned with quantitative elasticity imaging with

multiple, time-harmonic, external or internal sources. We consider the solution of

the inverse problem, where one or more components of the displacement field corre-

sponding to a time-harmonic excitation are measured and the spatial distributions

of the viscoelastic parameters are sought.

The governing equations for the linear viscoelastic, time harmonic motion in

an incompressible medium are

−∇p+∇ · (2µε) + ρω2u = 0, (1.1)

where u(x) is the displacement field and ε = 1
2
(∇u + ∇uT ) is the strain tensor.

The inverse problem is to find the complex-valued shear modulus, µ(x), and the

hydrostatic stress, p(x), that satisfy the above equation with the displacement field

u(x) given.

There has been substantial work devoted to solving the time-harmonic inverse

elasticity problem. These include methods based on an assumption of local homo-

geneity, those based on neglecting the pressure, methods that assume plane stress or

plane strain and a few methods that work with the 3D time-harmonic viscoelastic

equations described above.

1.2.1 Local Homogeneity Assumption

Within this assumption, it is assumed that the variation in the shear modulus

is small on the scale of the shear wavelength. Thus the derivatives of µ is ignored

in Equation (1.1) to obtain

−∇p+ 2µ∇ · ε+ ρω2u = 0. (1.2)

Curl-Based Algebraic Inversion In [17], the authors consider the local homo-

geneity assumption, and then eliminate the pressure in the above equation by taking

the curl of the equations of motion. This yields an algebraic set of equations for

the spatial distribution of the shear modulus, which allows the shear modulus to be
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calculated directly and locally. However, the operation of taking the curl introduces

higher order derivatives which may lead to instabilities in the presence of noise.

1.2.2 Neglecting Pressure

In many instances in the literature, it is assumed that the gradient of the

pressure term is negligible and the term (∇uT )∇µ is ignored. The argument for

neglecting the pressure is that it is associated with the bulk wave, whose wavelength

is very long compared to the shear wave. With these assumptions, Equation (1.1) is

reduced to the scalar Helmholtz equation for each scalar component of displacement

(denoted here by u):

∇ · (µ∇u) + ρω2u = 0. (1.3)

The advantage of this model is that the vector displacement is decoupled such

that a single displacement component is needed in the inversion scheme. It is a

useful approximation in experiments, where only the axial displacement component

is measured. Several approaches have been developed to solve the scalar Helmholtz

equation:

Arrival Time Algorithm This algorithm was used to estimate the shear wave

speed in transient elastography and supersonic imaging [18, 19]. The main idea is to

find the arrival times of the wave front with the knowledge of the displacement data,

and solve the inverse Eikonal equation satisfied by the arrival times to estimate the

shear wave speed.

Methods Based on Solving Equation (1.3) In [20], the authors develop and

test several methods for solving the scalar Helmholtz equation (Equation (1.3))

when the shear modulus is assumed to be real-valued. These methods are based on

interpreting Equation (1.3) as an equation for the shear modulus, with u given. The

authors then propose: (1) an efficient marching scheme to solve this problem, (2)

an upwinding based method, and (3) the so-called log-elastographic method. In the

log-elastographic method, they work with the log(µ) as the primary unknown, rather
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than µ. They do this, after recognizing that the exact solution of the inverse wave

equation could have rapid exponential growth and decay, and that the proposed

transformation removes some of the numerical instability that emanates from this.

The local homogeneity assumption is often invoked in the scalar Helmholtz

model, which gives

µ∇2u+ ρω2u = 0. (1.4)

This equation is named Algebraic equation and can be solved as an algebraic equation

in order to determine µ. Several approaches have been proposed to solve it:

Algebraic Inversion Approach In [15], three equations like Equation (1.4) (one

of each displacement component) are solved algebraically, in a least-squares sense,

for the single unknown µ.

Local Frequency Estimation (LFE) This method, which stems from an image

processing technique, estimates the local spatial frequency of the shear wave in

tissues [21]. It is extended to 3D in [22].

The advantage of algebraic inversion methods is that they are fast and rela-

tively effective in reconstructing the spatial distribution of the shear modulus, but

they tend to fail at the interface of different materials. The accurate detection of

interfaces, is however an important goal of elastography.

1.2.3 Plane Stress/Strain

From the 3D time-harmonic viscoelasticity equation (Equation (1.1)), two-

dimensional approximations of plane stress and plane strain can be derived. In

the plane stress approximation, the object is assumed to be relatively thin in one

direction, say the z direction. Traction free conditions on the top and bottom of

this thin sheet implies that σiz = 0 (i = x, y, z). Therefore, the pressure term

can be expressed as p = 2µεzz (since σzz = −p + 2µεzz) and substituted in the x

and y momentum equations. This yields two scalar Helmholtz equations. Thus the

methods developed for the scalar Helmholtz equation in Section 1.2.2 are applicable
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for the plane stress cases.

In the plane strain approximation, the object is assumed to be infinite in the

out-of-plane direction so that the strain in this direction is zero. The equation for

plane strain shares the same form as the equations of time-harmonic elasto-dynamics

(Equation (1.1)) but it is restricted to two dimensions and involves only two dis-

placement components. The presence of pressure makes these equations difficult

to solve, and generally speaking these equations are as ”difficult” to solve as the

3D equations. The advantage is that they only require two measured displacement

components. Some of the methods developed to solve these problems are:

An Approach Based on the Finite Element Method In [23], the authors

work with the discretized form of the equations of motion and treat them as the

equations for the pressure and the shear modulus. Thereafter, they assume that the

gradient of the pressure and the shear modulus at the domain boundaries is small,

and can be neglected and obtain an overdetermined system of equations and solve it

using a least-squares formulation. This approach works for 2D plane strain as well

as 3D elasticity problems.

2D Log-Elastographic Inverse Algorithm In [24], the authors have considered

the inverse time-harmonic elasticity problem in two dimensions and after invoking

the plane strain hypothesis developed a stable numerical scheme for solving for the

pressure and shear modulus. Their approach derives its stability in part from the

transformation of the shear modulus, µ to its log, that is v = log µ.

1.2.4 3D Incompressible Elasticity Equation

In some experimental setups it is possible to acquire all three components of

displacements in a 3D volume. It is then possible to treat Equation (1.1) as an

equation for the unknowns, µ and p. Several methods have been developed to solve

this problem:

An Approach Based on the Finite Element Method As stated in Section

1.2.3, in [23], the authors have developed a finite element method based approach
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to solve the shear modulus and the pressure for the inverse problem of 3D incom-

pressible elasticity. This algorithm works for the 3D elasticity problem as well as

the 2D plane strain problem, since the latter may be considered as a special case of

the former.

Subzone-Based Optimization Approach In contrast to the “ direct“ approach

described above, the authors in [25] solve the inverse problem by posing it as a min-

imization problem and solve it iteratively by utilizing gradient based techniques.

The objective function is a measure of the difference between a predicted and the

measured displacement field, where the predicted field is required to satisfy the equa-

tions of motion. The spatial values of the material properties are the optimization

variables, whose values are altered till an optimal match between the predicted and

measured displacement fields is obtained. This approach avoids the differentiation

of the noisy measured displacement fields in order to evaluate strains. However,

it incurs a higher computational cost associated with solving the forward elasticity

problem at each iteration. The authors control this cost through a domain decom-

position technique.

1.3 Uniqueness of Inverse Problem

An important issue that is addressed in this dissertation is the uniqueness

of the solution of the time-harmonic viscoelastic inverse problems. We note that

the governing equations of the scalar Helmholtz model, the plane stress model, the

plane strain model and the full-blown 3D time-harmonic viscoelasticity model can be

interpreted as partial differential equations with variable coefficients for the sought

shear modulus and pressure field (for plane strain and 3D). Several authors have

examined the uniqueness of the solution for these problems when the shear modulus

is assumed to be real-valued. However, to our knowledge no such results exists for

the complex-valued case.

The authors in [26] investigate the unique identification problem of elastic

parameters from time-dependent displacement field in compressible medium. They

first establish the shrink and the spread argument, which says that the solution that
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starts as zero in a region and satisfies both the finite propagation and the unique

continuation at each time slice must be identically zero for all time. Then they

establish the unique identifiability of wave speed in isotropic media for both scalar

and vector displacement cases. In addition, they give counterexamples to show

that a single displacement data is not enough to establish a unique solution in an

anisotropic medium.

In [27], the authors consider the uniqueness and nonuniqueness issues in the

incompressible elastography problem for the quasi-static and elasticity problems.

They provide counterexamples to show that when a single displacement field is

given, the data required to find a unique solution are impossible to obtain. They

prove that given two or more displacement fields, the need for boundary data is

reduced significantly. For two displacement fields, at most four arbitrary constants

are needed to find a unique solution. For four displacement fields, only one arbitrary

constant is needed to determine the shear modulus uniquely.

The authors in [28] investigate uniqueness problems in the compressible elas-

tography problem. They derive the exact solutions which are valid for 2D and 3D

deformations, for both quasi-static and transient deformations, and find that the

exact solution contains only one arbitrary multiplicative constant.

1.4 Research Objectives

The work described in this thesis builds on the efforts described above. It is

concerned with two important and related issues in solving the inverse time harmonic

viscoelastic equations: (1) Characterization of the uniqueness of the solution and

(2) Developing a unified, direct approach to solving these problems that is efficient,

robust and can handle multiple measurements and unknowns easily.

Uniqueness We examine the uniqueness of the solution of time-harmonic inverse

problems including the cases of anti-plane shear, plane stress, plane strain and three-

dimensional time-harmonic viscoelasticity problems. In each case, we allow the shear

modulus to be complex-valued.

1. First, we consider the anti-plane shear case with a single displacement field. In
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this case the equation reduces to the scalar Helmholtz equation with complex-

valued variables. We analyze the corresponding real system of equations for

the real and imaginary parts of the shear modulus, and conclude that the

inverse problem with a single measured displacement field is either elliptic or

hyperbolic. Thereafter we consider the anti-plane shear with two displacement

fields. We conclude that we only need to specify the shear modulus at one

point or its mean value over the entire domain in order to obtain a unique

solution.

2. Next we examine the case of plane stress and demonstrate that with a single

measured displacement field it is equivalent to the anti-plane shear case with

two measured fields. Hence the conclusion drawn in item 1 holds.

3. We analyze the uniqueness of the solution to the inverse problem of 2D plane

strain. In this we have to solve for the pressure and the shear modulus simul-

taneously. We demonstrate that the solution with a single measured displace-

ment field is either elliptic or hyperbolic, depending on the strain field. In

either case boundary data is required in order to determine a unique solution.

However, with two measured displacement fields only eight real-valued con-

stants are needed to determine the spatial distribution of the shear modulus

uniquely.

4. Finally we investigate the uniqueness of the solution of the inverse problem

of 3D time-harmonic viscoelasticity problem. Once again we conclude that

with a single measured displacement field, the problem is either elliptic or

hyperbolic depending on the strain fields. In either case boundary data is

required in order to determine a unique solution. Thereafter, we analyze the

solution with two measured displacement fields. In this case we conclude that

a unique solution for the shear modulus may be obtained if eight pieces of

data are specified.

Complex Adjoint Weighted Equation For all the cases considered in this the-

sis (anti-plane shear, plane stress, plane strain and three dimensions) We develop
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a weak, or a variational, formulation of the original problem and examine its well-

posedness. Thereafter we present and implement a straightforward finite element

discretization of this formulation. Our work builds on our previous effort for the

quasi-static inverse elasticity problem [29, 30], where we developed a weak formu-

lation by weighting the original differential equation by its adjoint operating on a

weighting function. For the time-harmonic viscoelastic case we note that we have

to work with complex conjugate of the adjoint operator in order to retain stabil-

ity. Hence we dub the new formulation the complex adjoint weighted equations

(CAWE). We consider versions of this formulation that allow for multiple measured

displacement fields that are necessary for uniqueness. We also allow of multiple

unknowns, the shear modulus and the pressure fields that are observed in the plane

strain and three-dimensional cases.

1.5 Organization of the Thesis

The layout of the remainder of this thesis is as follows. In Chapter 2 we

consider the cases of anti-plane shear and plane stress. We examine the unique-

ness of the inverse problem and introduce the CAWE formulation for solving these

problems. We test the performance of the CAWE method on synthetically gener-

ated and experimentally acquired displacement data and draw conclusions about its

performance.

In Chapter 3, we consider the plane strain problem. This problem is compli-

cated by the presence of pressure that cannot be easily eliminated from the equa-

tions. We examine the uniqueness of this problem and conclude that in contrast to

the plane stress case, it requires at least two measured displacement fields and some

additional data for a unique solution. We extend the CAWE formulation to tackle

multiple measurements and unknowns and apply it to this problem. We test the

performance of the resulting algorithm on synthetically generated data.

In Chapter 4, we consider the time-harmonic viscoelasticity equations in three

dimensions. We conclude that its uniqueness properties are quite similar to the plan

strain case. We also apply the CAWE method for solving this problem and test its

performance on experimental data.
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We end with conclusions for this work in Chapter 5.



CHAPTER 2

Anti-Plane Shear and Plane Stress Elasticity

In this chapter we develop a CAWE formulation for two special cases of two-

dimensional viscoelasticity not considered elsewhere, named the anti-plane shear

and the plane stress conditions as a starting point of the hierarchy of the CAWE for-

mulation. In these two conditions the pressure term is either ignored or eliminated,

and finally two independent scalar Helmholtz equations can be used to describe the

anti-plane shear with two measurements and the plane stress with one measurement.

We analyze the well-posedness of the strong form of the problem and conclude that

the existence of the solution depends on rather restrictive compatibility conditions

on measured data, which is difficult to hold for noisy data. We solve this issue by

developing a weak, or a variational, formulation of the original partial differential

equation (PDE). This formulation is obtained by weighting the original PDE for

the shear modulus by its adjoint operator acting on the complex-conjugate of the

weighting functions. We term it the complex adjoint weighted equation (CAWE).

We prove that the existence and uniqueness of the solution to the CAWE formula-

tion rely on much milder conditions. We find that the Galerkin discretization of the

CAWE formulation naturally leads to a stable, robust method. Finally we test the

CAWE formulation through synthetically generated data and experimentally, either

ultrasound-measured or magnetic resonance (MR)-measured data. We consider ap-

pending the CAWE formulation the total variation diminishing (TVD) to improve

its performance.

The layout of the reminder of this chapter is as follows. In Section 2.1, we

present the strong form of the problem we wish to solve and analyze its well-

posedness. In Section 2.2, we present the complex adjoint weighted equations

(CAWE) and analyze their properties. In Section 2.3 we present a regularized ver-

sion of this algorithm. Thereafter in Section 2.4 we consider a straightforward,

Portions of this chapter previously appeared as: Y. Zhang, A. A. Oberai, P. E. Barbone, and
I. Harari, “Solution of the time-harmonic viscoelastic inverse problem with interior data in two
dimensions,” Int. J. Numer. Meth. Eng., doi: 10.1002/nme.4372, 2012.
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finite element based approximation of these equations and present numerical results

on synthetic (computer-generated) and experimentally measured data that demon-

strate the performance of the method. We end with conclusions in Section 2.5.

2.1 Problem Formulation

At relatively low frequencies (less than 1 kHz.) many soft tissue may be mod-

eled as linear, incompressible, isotropic viscoelastic materials. For time-harmonic

excitation with frequency ω the equations of motion are then given by:

∇ · σ + ρω2u = 0, (2.1)

∇ · u = 0, (2.2)

along with the constitutive equation

σ = −p1 + 2µε. (2.3)

Here u(x) is the displacement vector, ε(x) = 1
2
(∇u + ∇uT ) is the infinitesimal

strain tensor, σ(x) is the stress tensor, p(x) is the pressure, ρ is the density (as-

sumed constant here), and µ(x) is the shear modulus. In the equations above all

fields, except the constants ρ and ω, are complex variables. A complex, frequency

dependent µ allows the material to be modeled as a viscoelastic material, where the

imaginary part of µ is associated with viscous relaxation. In the forward elasticity

problem the material properties µ and ρ, and the boundary conditions, are specified

and the equations above are solved to determine the displacement vector u and

the pressure p. In the inverse problem we are considering the displacement field is

specified and the spatial distribution of the shear modulus is sought.

We consider two two-dimensional approximations of these equations. These

are motivated by the fact that in several imaging scenarios the displacement field is

determined on a plane and not in a volume. Thus some approximation is necessary.

As shown in the following paragraphs in both cases the problem reduces to: given
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µ(x0) = µ0 at point x0 find µ(x), for x ∈ Ω such that

∇ · (a(i)µ) + f (i) = 0, in Ω i = 1, 2. (2.4)

2.1.1 Anti-Plane Shear

Here we assume that the measurements are made in the xy plane while the

displacement is out-of-plane. That is u = u(x, y)ez, where ez is a unit vector along

the z-direction. We also assume that the pressure and the shear modulus do not

have any out-of-plane variations. With these assumptions, Equation (2.1) reduces to

the scalar Helmholtz equation. That is given the measured field u(x), the uniform

density ρ and frequency ω determine the modulus µ(x) such that

∇ · (µ∇u) + ρω2u = 0. (2.5)

In order to characterize this equation we consider the corresponding real sys-

tem of equations obtained for µ = [µr, µi]T . From Equation (2.5) we conclude that

is given by

G,xµ,x +G,yµ,y +∇2(G)µ+ ρω2u = 0. (2.6)

Here G =

 ur −ui

ui ur

, u = [ur, ui]T and [∇2(G)]ij = ∇2Gij. The type of the

system of PDEs above and hence the required boundary data is determined by the

form of the matrix G. In particular when the characteristic equation det(G,x −
τG,y) = 0 permits real valued τ the system is hyperbolic. This occurs iff ur,xu

i
,y =

ur,yu
i
,x. Otherwise the system is elliptic. In most practical cases, we expect the

system to be elliptic.

In the applications we are considering it is highly unlikely that data for µ

will be available on the boundaries. Hence we resort to multiple measured fields in

order to determine µ uniquely. We assume that we are given two measured fields

u(i), i = 1, 2, and we would like to find a µ that satisfies the equations

∇ · (µ∇u(i)) + ρω2u(i) = 0, i = 1, 2. (2.7)
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These equations may be written as Equation (2.4), where a(i) = ∇u(i) and f (i) =

ρω2u(i).

2.1.2 Plane Stress Approximation

The plane stress approximation is valid for objects with very small thickness

(dimension in the z-direction), where the traction free boundary conditions at the

top and bottom surfaces imply that σxz = σyz = σzz = 0 is a reasonable assumption

throughout. In the time-harmonic case it also implies that the inertia term in the

momentum equation for the z-direction drops out. The zero stress conditions imply

that ux = ux(x, y), uy = uy(x, y) and that p = 2µuz,z = −2µ(ux,x + uy,y). Using this

expression for pressure in the x and y momentum equations then yields Equation

(2.4), where a(1) = [4ux,x + 2uy,y, ux,y + uy,x]
T and a(2) = [ux,y + uy,x, 2ux,x + 4uy,y]

T

and f (1) = ρω2ux and f (2) = ρω2uy.

2.1.3 Analysis of the Strong Form

For both anti-plane shear and plane stress we are lead to solving Equation

(2.4) for the shear modulus. This system has a solution given by µ = µh+µp, where

µh(x) = µ0 exp(−
∫ x
xp

A−1(x′)a(x′) · dx′) (2.8)

µp(x) = −µh(x)

∫ x
xp

A−1(x′)f(x′)

µh(x′)
· dx′. (2.9)

This solution exists provided the matrix A ≡ a(1)∗ ⊗ a(1) + a(2)∗ ⊗ a(2) is invertible

and u(i) satisfy the following compatibility conditions (see Appendix A).

∇× (A−1a) = 0 (2.10)

C : ∇(A−1f) + (A−1f) ·C(A−1a) = 0, (2.11)

where a = a(1)∗∇·a(1) +a(2)∗∇·a(2),f = a(1)∗f (1) +a(2)∗f (2) and C =

 0 1

−1 0

.

The superscript ∗ represents the complex conjugate of a complex field. In practice

u(i) will be corrupted by noise and hence it is likely that the compatibility conditions
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above will not be satisfied. Thus a single valued solution of Equation (2.4) may not

exist; in other words, the value of the path integrals in Equation (2.9) may depend

upon the integration path between xp and x. In the section below we present a

weak or a variational formulation of this problem which overcomes this difficulty

by proving solutions under less restrictive conditions. It also ensures that the weak

solution will be equal to the strong solution when the latter exists.

2.2 Weak Form: Complex Adjoint Weighted Equations

The proposed weak form is motivated by our previous work on the quasi-static

elasticity problem [31]. In that case, we developed a weak or a variational form by

weighting the residual of the original equations by the L2-adjoint of the differential

operator operating on a test function. For the time-harmonic case we do the same

but operate on the complex-conjugate of the test function. This ensures the stability

of the formulation.

2.2.1 Problem Formulation

In order to analyze the complex adjoint weighted equations (CAWE) formu-

lation it is convenient to work with a zero specified mean problem instead of a

point-specified problem. To this end we look for a µ̂(x) such that

∇ · (µ̂a(i)) + f (i) = 0, i = 1, 2, (2.12)

with the constraint 1
V

∫
Ω
µ̂dx = µ̄ where V = meas(Ω). Here µ̄ is selected such

that µ̂(x0) = µ0, which guarantees that µ̂(x) = µ(x). The equation for specified

zero-mean shear modulus µ̃(x) = µ̂(x)− µ̄ is then given by

∇ · (µ̃a(i)) + f̃ (i) = 0, i = 1, 2, (2.13)

along with the constraint 1
V

∫
Ω
µ̃dx = 0. Here f̃ (i) = f (i) + µ̄∇ · a(i). In order to

simplify notation from hereon we suppress the tilde superscript. Thus the problem
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we wish to solve is: given a(i) and f (i) find µ such that

∇ · (µa(i)) + f (i) = 0, i = 1, 2, in Ω, (2.14)

and 1
V

∫
Ω
µdx = 0.

The complex adjoint weighted equation (CAWE) for this problem is given by:

find µ ∈ V ≡
{
v ∈ H1(Ω)|

∫
Ω
vdx = 0

}
such that

b(w, µ) = l(w) ∀w ∈ V . (2.15)

Here

b(w, µ) = (∇w,A∇µ) + (∇w,aµ), (2.16)

l(w) = −(∇w,f), (2.17)

and (w, v) =
∫

Ω
w∗udx. Recall, A ≡ a(1)∗ ⊗ a(1) + a(2)∗ ⊗ a(2),a = a(1)∗∇ · a(1) +

a(2)∗∇ · a(2),f = a(1)∗f (1) + a(2)∗f (2).

Remark Another straightforward approach to solving Equation (2.14) is to look

for the function that minimizes the residual of Equation (2.14) measured in the L2

norm. This yields the least-squares (LS) formulation: find µ ∈ V such that

2∑
i=1

Re
{(
∇ · (wa(i)),∇ · (µa(i)) + f (i)

)}
= 0 ∀w ∈ V . (2.18)

This formulation coincides with the CAWE formulation when∇·a(i) = 0. In Section

2.4 we compare the performance of the LS formulation with the CAWE formulation,

and in keeping with earlier observations [32], conclude that the LS formulation tends

to be overly diffusive.

2.2.2 Analysis of CAWE Formulation

We now make assumptions on the measured data that determine the well-

posedness of the CAWE formulation.
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(i) We note that by construction A(x) is Hermitian positive semi-definite and

thus has non-negative real eigenvalues γ1(x) and γ2(x). We further assume

that these eigenvalues are positive and bounded everywhere in the domain,

that is

0 < γ0 ≤ γ1(x), γ2(x) ≤ γ∞ <∞. (2.19)

(ii) Let q2(x) = |∇ · a1|2 + |∇ · a2|2. We assume that q2 is bounded from above.

That is

q2(x) ≤ q2
0 <∞. (2.20)

(iii) Let CP be the Poincare constant for Ω. That is ‖w‖2 ≤ C‖∇w‖2,∀w ∈
V ,∀C > CP . We assume that the constants γ0 and q0 are such that

q0

√
CP
γ0

≤ 1. (2.21)

Theorem 1 When all three conditions above hold, b(w,w) is coercive and the

variational problem Equation (2.15) has a unique solution.

Proof. Our proof relies on the fact that for w ∈ V , the H1 semi-norm ‖∇w‖
defines a norm.

We first prove the coercivity of the the bilinear form. From the definition of

the bilinear form Equation (2.16)

|b(w,w)| ≥ Re{b(w,w)}

= (∇w,A∇w) +Re{(a(1) · ∇w, (∇ · a(1))w)}

+Re{(a(2) · ∇w, (∇ · a(2))w)}. (2.22)

For any ε > 0

Re{(a(1) · ∇w, (∇ · a(1))w)} ≥ − ε
2
‖a(1) · ∇w‖2 − 1

2ε
‖(∇ · a(1))w‖2. (2.23)
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Using this in Equation (2.22) and recalling that q2(x) = |∇ · a1|2 + |∇ · a2|2, we

arrive at

|b(w,w)| ≥ (∇w,A∇w)(1− ε

2
)− 1

2ε
‖wq‖2 (2.24)

≥ ‖∇w‖2γ0(1− ε

2
)− ‖w‖2 q

2
0

2ε
(2.25)

≥ ‖∇w‖2γ0(1− ε

2
− q2

0CP
2γ0ε

) (2.26)

≥ ‖∇w‖2γ0(1− q0

√
CP
γ0

) (2.27)

≥ CS‖∇w‖2, (2.28)

where CS = γ0(1 − q0

√
CP

γ0
). In deriving this relation, in the second line we have

made use of Equation (2.19) and Equation (2.20), in the third line we have used

the Poincare inequality, in the fourth line we have used have set ε = q0

√
CP

γ0
. When

Equation (2.21) is satisfied, the stability parameter CS > 0 and the bilinear form is

coercive.

We prove that the bilinear form is bounded as follows,

|b(w, µ)| ≤ |(∇w,A∇µ)|+ |(a(1) · ∇w, (∇ · a(1))µ)|

+|(a(2) · ∇w, (∇ · a(2))µ)| (2.29)

≤ ‖∇w‖‖A∇µ‖+ ‖a(1) · ∇w‖‖(∇ · a(1))µ‖

+‖a(2) · ∇w‖‖(∇ · a(2))µ‖ (2.30)

≤ γ∞‖∇w‖‖∇µ‖+ 2
√
γ∞q0‖∇w‖‖µ‖ (2.31)

≤ CA‖∇w‖‖∇µ‖, (2.32)

where CA = γ∞(1 + 2q0
√
CP√

γ∞
). In deriving this result in the second line we have used

the Cauchy-Schwarz inequality, in the third line we have used Equation (2.19) and

Equation (2.20), and to get to the final result we have used the Poincare inequality.

Next we prove that the linear form l(w) is bounded ∀w ∈ V . From the defini-
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tion of l(w) (2.17) we have

|l(w)| ≤ ρω2

2∑
n=1

|(a(n) · ∇w, u(n))|+ µ0

2∑
n=1

|(a(n) · ∇w,∇ · a(n))| (2.33)

≤ ρω2

2∑
n=1

‖a(n) · ∇w‖‖u(n)‖+ µ0

2∑
n=1

‖a(n) · ∇w‖‖∇ · a(n)‖ (2.34)

≤ ‖∇w‖√γ∞
(
ρω2

2∑
n=1

‖u(n)‖+ µ0

2∑
n=1

‖∇ · a(n)‖
)

(2.35)

≤ ‖∇w‖2√γ∞
(
ρω2
√
CPγ∞V + µ0q0V

)
. (2.36)

Recall that V = meas(Ω). In the second line of the equation above we have made use

of the Cauchy-Schwarz inequality, to get to the third line we have used Equation

(2.19), and to get to the final result we have made use of Equation (2.20) and

recognized that ‖u(n)‖2 ≤ CP‖∇u(n)‖2 = CP‖a(n)‖2 ≤ CPγ∞V .

Thus b(w, µ) is a bounded, coercive bilinear form, and l(w) is a bounded

linear form, hence from Lax-Milgram theorem (see for example [33]) the solution to

Equation (2.15) exists and is unique.

Remark When only conditions 1 and 2 are satisfied, we can no longer prove that

b(w,w) is coercive. However by making use of Fredholm’s alternative we are guar-

anteed the existence of a solution. When the corresponding homogeneous problem

has no non-trivial solutions this solution is unique. However, when the homogeneous

problem has multiple solutions, our problem too has multiple solutions.

2.3 Regularization of the CAWE Formulation

2.3.1 Motivation for the Need for Regularization

It is instructive to see when condition 3 is not satisfied, since when this occurs,

the CAWE formulation looses its uniqueness. For the quasi-static case (ω = 0) steep

gradients in the solution µ imply large values of∇·a, since a·∇µ+µ∇·a = 0. Large

values of ∇·a in turn imply a large q0, which could lead to the violation of condition

3. Thus in the quasi-static case we may lose stability near steep gradients in µ. In

the time-harmonic case this may happen even when µ is smooth as described below.
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For propagating solutions of the Helmholtz equation u ∼ eikn·x, where k is

the wavenumber and n is the direction of propagation. This yields the estimates

|a| ∼ k, and hence γ0 ∼ |A| ∼ k2. Further q2
0 ∼ |∇ · a| ∼ k4. In addition the

Poincare constant CP ∼ L2, where L is the characteristic size of the domain. Using

these estimates in Equation (2.21) we note that condition 3 holds when kL ≤ 1.

This indicates that the CAWE formulation may cease to be well-posed for problems

at high frequencies (domains that are several multiples of the wavelength). Thus we

need to regularize the CAWE formulation at large frequencies.

We may also motivate the use of regularization by analyzing the effect of noise.

To do this we write the CAWE as follows

b(w, µ;d) = l(w;d) ∀w ∈ V , (2.37)

where d = [a(1), f (1),a(2), f (2)]. In rewriting the original equation this way we are

making the dependence on measured data explicit. In the case of any practical

measurement the data will be tainted by noise δd. The solution, µ+ δµ, will satisfy

b(w, µ+ δµ;d+ δd) = l(w;d+ δd) ∀w ∈ V . (2.38)

Assuming that the noise is small so that all terms that larger than O(δ) may be

ignored, we use the equations above to arrive at an approximate equation for δµ,

b(w, δµ;d) = Ddl(w;d) · δd−Ddb(w, µ;d) · δd ∀w ∈ V . (2.39)

Using the stability estimate Equation (2.28) we have

CS‖∇δµ‖2 ≤ |b(δµ, δµ;d)| ≤ |Ddl(δµ;d) · δd|+ |Ddb(δµ, µ;d) · δd|. (2.40)

Or

‖∇δµ‖2 ≤
|Ddl(δµ;d) · δd|+ |Ddb(δµ, µ;d) · δd|

CS
, (2.41)

which indicates that δµ may become unbounded when CS → 0. This will happen



23

when q0

√
CP

γ0
→ 1, implying thereby that we need to regularize the problem in this

limit.

2.3.2 Regularized CAWE

We regularize the CAWE formulation with total variation (TV) regularization

[34, 35]. We use TV in order to preserve the sharp changes we expect to see at the

interface of two different materials. We implement the TV in this form:

R[µ] =

∫
Ω

√
|∇µ|2 + β2dΩ. (2.42)

Augmenting CAWE with DµR[µ] · ω leads to the following weak formulation: find

µ ∈ V such that

b(w, µ) + α1Re(∇wr, ∇µr√
|∇µr|2 + β2

)

+α2Re(∇wi, ∇µi√
|∇µi|2 + β2

) = l(w) ∀w ∈ V . (2.43)

Here αj (j = 1, 2) are the regularization parameters and β is a parameter selected

to ensure that the regularization term is continuous at ∇µr = 0 or ∇µi = 0. We

note that the regularization term is non-linear and as a result the solution of the

problem is also nonlinear.

2.4 Numerical Approximation

We approximate the variational problem Equation (2.15) by approximating

the space of functions V with its finite dimensional counterpart Vh ⊂ V . For con-

structing Vh we use the standard piecewise constant finite element shape functions.

Thus the numerical solution µh ≈ µ satisfies the following variational equation: find

µh ∈ Vh such that

b(wh, µh) = l(wh) ∀wh ∈ Vh. (2.44)
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Since Vh ⊂ V the continuous solution µ also satisfies Equation (2.44). That is

b(wh, µ) = l(wh) ∀wh ∈ Vh. (2.45)

Next we prove that our numerical solution converges at optimal rates to the

exact solution under the restrictions of Section 2.2. We define the error e = µ− µh

and recognize that it is orthogonal to the finite dimensional space of weighting

functions. That is subtracting Equation (2.44) from Equation (2.45) we have

b(wh, e) = 0 ∀wh ∈ Vh. (2.46)

We split the error e = η + eh, where η = µ− µi and eh = µi − µh. Here µi is

the best approximation to µ in the space Vh. It could be, for example, the nodal

interpolant of µ. Using the stability estimate we have

CS‖∇eh‖2 ≤ |b(eh, eh)|

≤ |b(eh, e− η)| (Since e = η + eh)

≤ |b(eh, η)| (from Equation (2.46))

≤ CA‖∇eh‖‖∇η‖ (from Equation (2.32)), (2.47)

which yields

‖∇eh‖ ≤ CA
CS
‖∇η‖. (2.48)

That is the error in the finite element approximation is of the same order as the

error of the best approximation.

We now test the performance of the finite element approximation of the regu-

larized CAWE formulation on synthetically generated data and displacement mea-

surements in tissue mimicking gels. In all cases we consider anti-plane shear case

and work with a non-dimensional version of Equation (2.7) where we scale the dis-

placements with a reference value Uref , the shear modulus with a reference value

µref , and distances with the representative length scale of the domain L. With this
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non-dimensionalization these equations transform to

∇ · (µ∇u(i)) + k2L2u(i) = 0, i = 1, 2, (2.49)

where k =
√
ρω2/µref is the wavenumber. In each case we use bilinear quadrilateral

finite elements to solve the problem.

2.4.1 Synthetic Data

The first problem consists of a rectangular inclusion embedded in a homoge-

neous background. The shear modulus for the background is µbgnd = 1 + 0.1i and

that of the inclusion is µincl = 2.5 + 0.35i, the wavenumber kL = 30, and the do-

main of the problem is a unit square. These values are selected so that the problem

corresponds to a likely scenario in elasticity imaging of tissue.

We solve the forward problem of anti-plane shear using a uniform mesh of 100×
100 finite element. We model the infinite domain using the perfectly matched layers

described in [36]. We consider two point sources placed at the bottom left and the

top left corners (See Figure 2.1). These yield the two “measured” displacement fields

u(1) and u(2). We calculate the derivatives of these fields by solving the variational

problems

(wh,a(i)) = (wh,∇u(i)), i = 1, 2. (2.50)

This yields a(i) on a piecewise continuous finite element basis. In order to evaluate

∇ · a(i), we simply take the derivative of a(i) within each element.

We use the synthetically created measured data u(i), a(i) and ∇ · a(i) to re-

construct the shear modulus in a subset of the original domain, as indicated by the

square in Figure 2.1. We work with the reduced domain so that there are no sources

present in the region of reconstruction. In this figure we also indicate the extent of

the inclusion with a red rectangle. We use a mesh of 40×40 elements for the inverse

problem. We fix the shear modulus value at the origin to the correct value of the

background, that is 1 + 0.1i. We note that even though there is no explicit noise

in the data the numerical differentiation of u(i) introduces noise, and this effect is
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Figure 2.1: Real part of the wave fields used for the inverse problem.

clearly seen in the reconstructions.

In Figure 2.2 we have shown the reconstruction using the CAWE formulation.

From the plot of the real part of µ we observe that we recover the shape and the

location of the inclusion well. We also recover the value of the modulus in the

background and in the inclusion accurately. There are, however, some artifacts that

are introduced through the noise in the derivatives of the measured data. These

are in the form of wavy variations in the background and the inclusion and as

overshoots at the interface. These artifacts are more obvious in the image of the

imaginary part of the shear modulus, where they tend to overwhelm the entire

image. We note that the amplitude of these variations is about the same for the real

and the imaginary components of the shear modulus. They are seen more clearly in

the latter because the absolute value of the latter is smaller. In Figure 2.4, we have

plotted the variation in the reconstructed shear modulus along a horizontal line

running through the center of the inclusion. This plot reaffirms the observations

made in this paragraph.

In order to compare the performance of the CAWE formulation we solve the

same problem using a least squares (LS) formulation. This formulation is given by

Equation (2.18) in Section 2.2. The reconstructions are shown in Figure 2.3. The

measured data is exactly the same as used for the CAWE formulation. We ob-

serve that LS formulation has similar artifacts and that they appear to be stronger.

Also the contrast between the inclusion and the background appears to be under-
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Figure 2.2: Reconstruction of the shear modulus using CAWE with
zero-noise displacement fields. Left: Real component; Right:
Imaginary component.

estimated and the variations within these regions (which are homogeneous) appear

to be stronger. This is clearly seen in the plot of the material properties along a

horizontal line through the center of the inclusion (Figure 2.4).

Figure 2.3: Reconstruction of the shear modulus using LS with zero-
noise displacement fields. Left: Real component; Right:
Imaginary component.

In Figures 2.5, 2.6 and 2.7 we present results for the CAWE and LS formula-

tions using the same data but with TV regularization. The regularization parameter

αj = 100 (j = 1, 2) were the same for both cases. For the CAWE formulation we

observe that the shape of the inclusion is captured accurately, and there is an error

of about 0.15 units in the contrast. However, the overshoots and undershoots at

the very sharp interface between the inclusion at the background persist. In com-
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Figure 2.4: Variation of material properties along a horizontal line
through the center of the inclusion with no noise and reg-
ularization. Left: Real component; Right: Imaginary com-
ponent.

parison, the LS formulation is more inaccurate. The error in the contrast is about

0.5 units, there are variations in the background and (especially) the inclusions and

there are sharp oscillations at the interface. We also note that LS solutions tend to

be “diffusing” away from the sources, which are located on the left edge.

Figure 2.5: Reconstruction of the shear modulus using CAWE with zero-
noise displacement fields (αj = 100 (j = 1, 2)). Left: Real
component; Right: Imaginary component.

Next we add 3% Gaussian white noise to the displacement fields and test the

performance of the algorithms. The regularization parameters αj = 1000 (j = 1, 2),

and all other aspects of the reconstructions are unchanged. We remark that in eval-
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Figure 2.6: Reconstruction of the shear modulus using LS with zero-
noise displacement fields (αj = 100 (j = 1, 2)). Left: Real
component; Right: Imaginary component.

Figure 2.7: Variation of material properties along a horizontal line
through the center of the inclusion with no noise and αj =
1.0e2 (j = 1, 2). Left: Real component; Right: Imaginary com-
ponent.

uating the derivatives of the displacement fields we do not perform any smoothing.

Instead we rely on the regularization term to provide all the necessary smoothing.

The reconstruction for the CAWE formulation is shown in Figure 2.8. We observe

that the shape and the location of the inclusion is recovered well, while the contrast

in the real component is diminished by about 20%. This is to be expected because

of the higher value of the regularization parameter. We also observe the background

and the inclusion now have sharp oscillations. These may be tempered somewhat,

at the expense of loosing contrast, by increasing the regularization parameter. We
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remark that though the reconstruction of the imaginary part of the modulus looks

much poorer when compared to the real part, the magnitude of the error in both is

about the same. We observe that the LS results in this case are completely incor-

rect (see Figure 2.9) . They tend to decay uniformly away from the left edge where

the sources and the Dirichlet data for µ is specified. The comparison between the

CAWE and LS reconstructions are shown in Figure 2.10.

Figure 2.8: Reconstruction of the shear modulus using CAWE with noisy
displacement fields (αj = 1000 (j = 1, 2)). Left: Real compo-
nent; Right: Imaginary component.

Figure 2.9: Reconstruction of the shear modulus using LS with noisy dis-
placement fields (αj = 1000 (j = 1, 2)). Left: Real component;
Right: Imaginary component.
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Figure 2.10: Variation of material properties along a horizontal line
through the center of the inclusion with 3% noise and
αj = 1.0e3 (j = 1, 2) Left: Real component; Right: Imagi-
nary component.

2.4.2 Ultrasound Measured Data

In the section we apply the CAWE formulation to determine the shear mod-

ulus of tissue-mimicking gelatin phantoms. The sample consisted of a cylindrical

inclusion embedded in a homogeneous background. The inclusion and the back-

ground were constructed using different gelatin concentrations in order to achieve a

contrast in material properties. The details of the the experiment are described in

[37].

The specimen was excited using ultrasound radiation force and the time-

dependent displacements were measured by cross-correlating ultrasound images.

Two separate excitations were used, one close to the center of the left edge and the

other on the right edge. The time-dependent excitations were Fourier-transformed

in time, and the displacement field corresponding to ω = 2π × 400rad/s was used

in the reconstructions. The density of gelatin was assumed to be ρ = 1000kg/m3,

and the horizontal and vertical dimensions of the domain were Lx = 13.2mm. Since

the waves are propagating horizontally, we require boundary conditions for µ on the

vertical edges. There were determined by fitting a cylindrical wave in the lower,

homogeneous, region of the phantom to first estimate the wave number and then

the shear modulus. It was found that µ = 39.+ i12kPa provided a good fit.

The problem was non-dimensionalized with µref = 39kPa, Uref = 1.9482 ×
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10−6m and 2.1815×10−6m (for the left to right and right to left waves, respectively),

L = Lx = 13.2mm. this lead to a wavenumber of kL = 7.0. The real component of

the non-dimensionalized displacement fields is show in Figure 2.11. The imaginary

component is similar (with a different phase) and is not shown.

Figure 2.11: Real part of the displacement fields in the gelatin phantom
measured by ultrasound.

This boundary datum along with the measured displacements and their deriva-

tives were used in the regularized CAWE algorithm in order to evaluate the complex

shear modulus. The displacements were not smoothed and all the smoothing was

handled through the TV regularization term. The reconstruction was performed on

a 300× 23 finite element mesh of bilinear quadrilateral elements.

Reconstruction The results are shown in Figure 2.12. We observe that we are

able to see the inclusion quite clearly in the image of the real part of the shear

modulus. We also observe that the inclusion material is about 2.4 times stiffer than

the background. The location of the inclusion is also recovered (see the b-mode

ultrasound image for calibration). The imaginary component of the shear modulus

is not recovered as well. In particular the inclusion appears to be elongated in the

vertical direction and compressed in the horizontal direction. This inaccuracy may

be attributed to the anisotropic grid used for the measurement, which has lower

resolution in the vertical direction, or it could be a result of the errors in assuming

the scalar Helmholtz model for this elastic wave propagation problem.
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Figure 2.12: Reconstruction of the shear modulus for the gelatin phan-
tom using CAWE with two displacement fields (αj = 23 (j =
1, 2)). Left: Bmode ultrasound image; Center: Real compo-
nent of the shear modulus; Right: Imaginary component of
the shear modulus.

Frequency-dependence We recover the shear modulus from a range of frequency

components of the displacement data. The range of the frequency is from 150 Hz to

750 Hz. In Figure 2.13(a) we plot the real part of the complex modulus in inclusion

(in blue) and in background (in green) as a function of frequency. In Figure 2.13(b)

we plot the imaginary part of the complex modulus in inclusion (in blue) and in

background (in green) as a function of frequency. In Figure 2.14 we show the wave

speed dispersion in inclusion (in red) and in background (in blue). We observe the

trend that the real and imaginary parts of the complex shear modulus and the wave

speed increase as frequency goes up, which is consistent with the observations in

[38], [39] [40] [41].

2.4.3 MR Measured Data

In the section we apply the CAWE formulation to determine the shear modu-

lus of a tissue-mimicking gelatin phantom using experiments performed at the Mayo

clinic [42, 43]. The sample consists of two cylindrical inclusions embedded in a ho-

mogeneous background. The diameters of the inclusions are 16 mm and 3 mm. The

inclusions and the background were constructed using different gelatin concentra-

tions in order to achieve a contrast in material properties. The shear modulus was

estimated to be 20(±3) kPa in the background and 130(±10) kPa in the inclusions
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(a)

(b)

Figure 2.13: (a) Plot of the real part of the complex modulus in inclu-
sion (in blue) and in background (in green) as a function of
frequency. (b) Plot of the imaginary part of the complex
modulus in inclusion (in blue) and in background (in green)
as a function of frequency.
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Figure 2.14: Plot of the wave speed in inclusion (in red) and in back-
ground (in blue) as a function of frequency.

using a local frequency estimation technique [42]. The details of the experiment are

described in [43].

The specimen was excited using a harmonic mechanical force and the 3-D time

harmonic displacements were measured by a phase-contrast MRI sequence with

special cyclic motion encoding gradients [44]. The mechanical force was applied

at the surface of the phantom via a contact plate which oscillates in the out-of-

plane direction, parallel to the axes of the cylindrical inclusions. This configuration

approximated the state of anti-plane shear discussed in Section 2.1. The excitation

frequency was 300 Hz. The imaging plane consisted of 200 × 160 pixels of size

0.6275 × 0.6275 mm2. Displacements were measured at eight time instances. This

data was transformed to the frequency domain to obtain displacement at the driving

frequency, ω = 2π × 300 rad/s. The density of gelatin was assumed to be ρ =

1000 kg/m3.

Based on the discussion on anti-plane shear in Section 2.1, we expect that the

shear modulus satisfies an elliptic boundary value problem. Hence we require data

for the shear modulus on the entire boundary of the domain of interest. The value

of the shear modulus on the boundary was determined by fitting a plane wave in the

lower, homogeneous, region of the phantom to first estimate the wavenumber and
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then the shear modulus. It was found that µ = (20.+ i0.5) kPa provided a good fit.

This value was used as boundary data.

The measured displacement data was smoothed using a quadratic least squares

filter. This filter performed a least squares fit of the displacement on to a quadratic

surface (with 1, x, y, xy, x2&y2 monomials) over 4 × 4 window, and thus generated

smooth displacements and strains.

The problem was non-dimensionalized with µref = 20 kPa, Uref = 1.32 ×
10−4m and L = Lx = 0.0998m. This lead to a wavenumber of kL = 42. The non-

dimensionalized smoothed displacement field in the out-of-plane direction is shown

in Figure 2.15. In this figure we can clearly observe the scattering of the wave by

the larger of the two inclusions. The effect of the smaller inclusion is not seen in

this figure.

Figure 2.15: Out-of-plane component of the smooth displacement field.
Left: Real component; Right: Imaginary component.

The boundary data along with the smoothed displacement and strain data

were used in the regularized CAWE algorithm in order to evaluate the complex shear

modulus. The reconstruction was performed on the same mesh as the displacement

measurement. Only the real part of the shear modulus was recovered since the

imaginary part was much smaller in comparison.

In a typical inverse problem the regularization parameter may be determined

using either Morozov’s discrepancy principle or the L-curve (see [45] for example).

Morozov’s principle requires a precise estimate of measurement noise in an appro-

priate norm which is not available to us. Further we have found that the L-curve
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tends not work well in conjunction with TV regularization. Instead of these we have

used a-priori information in order to select the value of the parameter. In particular

since we know that the background is homogeneous we have selected the smallest

value of the regularization parameter which yields a roughly uniform background.

The result, obtained with the regularization parameters α1 = 4, 000, α2 =

1.0e6 is shown in Figure 2.16. In this figure both inclusions are seen quite clearly.

The shape of the inclusions is also recovered, although a portion of the larger in-

clusion which is in the“shadow” of the incident wave is somewhat diminished. In

this region the displacement magnitude is small, and as a result the ratio of the

regularization term to the data matching term in Equation (2.43) is large. Con-

sequently the effect of the regularization term is greater which leads to a reduced

contrast between the inclusion and the background. This makes the inclusion appear

incomplete. This may be overcome by selecting a regularization parameter that is

proportional to the local magnitude of the data matching term and hence maintains

the same ratio between the data matching and regularization terms.

Figure 2.16: Reconstruction of the real component of the shear modulus
for the gelatin phantom using CAWE with the displacement
field (α1 = 4000, α2 = 1.0e6).

The contrast in the shear modulus between the large inclusion and the back-

ground is about 5, while for the smaller inclusion it is around 3. The actual value

(obtained from an independent test) is around 6.5 for both. For the large inclusion

this translates to an error of about 20%, which may be attributed to the tendency

of the TV regularization to reduce the total variation, and hence the contrast in the
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image. The additional loss in contrast for the smaller inclusion may be attributed to

the spatial smoothing of the displacement field. We note that we have employed a

window of 4× 4 pixels for this smoothing, and thus we expect it to have a significant

effect on the small inclusion, which is only about 5 pixels in diameter.

It is worth noting that in this example using magnetic resonance elastography

(MRE) and the CAWE method we are able to detect an inclusion as small as 3 mm in

diameter. This has implications in the early detection of breast cancer. In particular

in the detection of ductal carcinoma in-situ (DCIS) which is typically small in size

as it is confined to a single milk duct.

The effect of varying the regularization parameter, α1, is displayed in Figure

2.17, where we have plotted reconstructions obtained with α1 = 2, 000 and α1 =

8, 000, which correspond to half and two times, respectively, the value used in Figure

2.16. We note that with decreasing α1 the contrast in the inclusions increases.

However, this also leads to spurious oscillations in the background.

Figure 2.17: Reconstruction of the real component of the shear modulus
for the gelatin phantom using CAWE with the displacement
field. Left: α1 = 2000; Right: α1 = 8000. α2 is fixed at 1.0e6.

2.5 Chapter Summary

We have considered the problem of determining the spatial distribution of

the complex-valued shear modulus within an incompressible linear viscoelastic solid

undergoing infinitesimal, time-harmonic deformation, from the knowledge of the
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displacement field in its interior. We have restricted our attention to the two-

dimensional problems of anti-plane shear and plane stress. For both these cases

(two measurements for anti-plane shear and one for plane stress) the shear modulus

is required to satisfy two independent inverse Helmholtz equations. These equa-

tions permit the existence of a strong solution given that the measured data satisfy

compatibility equations that are unlikely to hold for noisy measurements.

We have addressed this issue by formulating a weak, or a variational, for-

mulation of these equations, which is obtained by weighting the original partial

differential equation by its adjoint operating on the complex-conjugate of an arbi-

trary weighting function. We term this formulation the complex adjoint weighted

equation (CAWE). We prove that these equations lead to a well-posed variational

problem under less restrictive conditions on the measured data. However, at high

frequency, or with rough data, they too may become ill-posed. For this reason we

append to our formulation a regularization term.

We have developed a numerical method from the regularized CAWE formula-

tion by restricting the functions spaces to standard, bilinear finite element function

spaces. We have tested the performance of this method on synthetically generated

data and experimentally measured data. The method successfully reconstructs real

and imaginary parts of shear modulus from simulated data with 3% added noise, and

further successfully reconstructs the real part of the shear modulus from measured

data.



CHAPTER 3

Plane Strain

In this chapter we develop a complex adjoint-weighted equation (CAWE) formula-

tion for inverse problems of incompressible plane strain elasticity. We first present

the governing equation of the problems in strong form. We analyze the data re-

quirements for the uniqueness of the solution to the problems. In this regard we

carry out the analysis in three situations that involve

1. A single measured displacement field with boundary data available for shear

modulus µ and pressure p;

2. A single measured displacement field with boundary data available only for

the shear modulus µ;

3. Two measured displacement fields with limited data available only for the

shear modulus µ.

This classification is based on two facts that boundary data for pressure p is unlikely

to be available in practical experiments, and that multiple measurements, if avail-

able, may be used to improve the stability of the inversion scheme and to reduce

significantly the need for boundary data. Due to these two reasons, we focus mostly

on the third case to reconstruct the spatial distribution of the complex-valued shear

modulus. Nevertheless we present the analysis of the first situation for complete-

ness, and the analysis of the second situation for experiments in which only a single

displacement field is measured. For the first situation, we adopt the approach in

Chapter 2, where we write the corresponding real system of equations for the real

and imaginary parts of unknowns and examine the type of the problem based on the

characteristic equation. To analyze the second and the third situations, we take curl

of the governing equation to eliminate the pressure term and obtain the equation

with only one unknown variable, the shear modulus. We find that the operation

of taking curl does not change the type of the problem, and that for the first and

the second situations, that is with a single measurement, the inverse plane strain

40
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problem could be hyperbolic, parabolic or elliptic depending on the strain field. We

also find that with the use of two measurements, the type of the problem is purely

hyperbolic after manipulating the two equations. We conclude that at most eight

real-valued constants are required to find a unique solution for the shear modulus.

Thereafter, we develop the CAWE formulation for the inverse plane strain

elasticity problem. In this regard, we utilize the unified equation proposed in [31]

for multiple measurements and then propose a general CAWE formulation. We

perform the analysis of the general CAWE formulation and find that its properties

are identical to that of AWE in [31]. The existence and uniqueness of its solution

depend on relatively milder conditions on measured data compared to the strong

form of the problem. Finally we test its performance with synthetically generated

displacement data in homogeneous medium and smooth inclusion configurations.

The format of the remainder of this chapter is as follows. In Section 3.1 we give

the problem statement and analyze its uniqueness in three situations. In Section 3.2

we describe a general CAWE formulation for multiple measurements and analyze

its properties. In Section 3.3 we test the performance of the CAWE formulation on

numerical examples. We end with conclusions in Section 3.4.

3.1 Strong Form

3.1.1 Problem Statement

In the category of two-dimensional assumption, an alternative assumption is

plane strain. It is valid for objects that are assumed to be infinite in the out-of-plane

direction, say the z direction, so that the strains in this direction are zero, that is

εxz = εyz = εzz = 0. The main difference from anti-plane shear and plane stress cases

is that the pressure field cannot be eliminated algebraically and must be treated as

an additional unknown. From the balance of linear momentum (Equation (2.1))

and the constitutive Equation (2.3), the inverse problem of incompressible isotropic

plane strain elasticity can be stated as following: Given the measured field u(x),

the density ρ and the frequency ω find the shear modulus µ(x) and the pressure
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p(x) such that

−∇p+∇ · (2µε) = −ρω2u. (3.1)

Here u(x) = [ux(x, y), uy(x, y)]T is the two-dimensional vector displacement field

measured in the xy plane. ε = 1
2
(∇u+∇uT ) is the second-order strain tensor. Here

we consider the inverse problem, where the displacement field u is given and the

complex-valued shear modulus µ and the pressure p are sought.

In what follows, we shall examine the uniqueness of the inverse plane strain

problem. In this regard we classify the type of PDE for µ and then determine the

data required to find a unique solution. We will consider cases, where one or more

measured displacements are known, and the spatial distribution of the complex-

valued shear modulus is sought.

3.1.2 Uniqueness Results

We investigate the uniqueness of the problem under three situations: (1) a

single measured displacement field with boundary data available for µ and p; (2) a

single measured displacement field with boundary data available only for µ; and (3)

two measured displacement fields with boundary data available only for µ.

Single displacement field with boundary data for µ and p In order to

characterize Equation (3.1) we write the corresponding real system of equations

obtained for µ = [µr, µi, pr, pi]T :

Aµ,x +Bµ,y +Cµ+ ρω2u = 0. (3.2)
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Here

A =


2εrxx −2εixx −1 0

2εixx 2εrxx 0 −1

2εrxy −2εixy 0 0

2εixy 2εrxy 0 0



B =


2εrxy −2εixy 0 0

2εixy 2εrxy 0 0

−2εrxx 2εixx −1 0

−2εixx −2εrxx 0 −1



C =


2(εrxx,x + εrxy,y) −2(εixx,x + εixy,y) 0 0

2(εixx,x + εixy,y) 2(εrxx,x + εrxy,y) 0 0

2(εrxy,x − εrxx,y) −2(εixy,x − εixx,y) 0 0

2(εixy,x − εixx,y) 2(εrxy,x − εrxx,y) 0 0



u =


urx

uix

ury

uiy

 ,

where we have made use of the fact that εxx = −εyy, that is, the material is incom-

pressible. The classification for the system of PDEs above and, hence the required

boundary data are determined by the characteristic equation det(A − τB) = 0. If

this equation does not possess real roots (or called eigenvalue) τ , then the problem

is elliptic. If this equation possesses four real distinct roots, or the solutions to

this equation are real and the system is not defective, the problem is hyperbolic.

If the solutions to this equation are real, but the system is defective, the system is

parabolic. Let us recall that a system of size n is said non defective if its eigen-

vectors generate Rn, that is, the algebraic and the geometric multiplicities of each

eigenvalue are identical.
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Since

det(A− τB)

= det


2(εrxx − τεrxy) −2(εixx − τεixy) −1 0

2(εixx − τεixy) 2(εrxx − τεrxy) 0 −1

2(εrxy + τεrxx) −2(εixy + τεixx) τ 0

2(εixy + τεixx) 2(εrxy + τεrxx) 0 τ


= 4

(
εrxyτ

2 − 2εrxxτ − εrxy
)2

+4
(
εixyτ

2 − 2εixxτ − εixy
)2
,

setting det(A− τB) = 0 and assuming τ is real, the above equation implies

(
εrxyτ

2 − 2εrxxτ − εrxy
)2

= 0, and (3.3)(
εixyτ

2 − 2εixxτ − εixy
)2

= 0. (3.4)

We consider three cases.

1. εxy = 0. In this case, the solution to the equation system (3.3) -(3.4) is

τ = 0, which is of algebraic multiplicity 4. The associated linearly independent

left eigenvectors are


0

0

1

0

 and


0

0

0

1

, so the geometric multiplicity of this

eigenvalue is 2. Since the algebraic and the geometric multiplicities are not

identical, this system is defective and thus is parabolic. One example is u =

e
ik√
2

(x+y)

 1

−1

. Its strain tensor ε =

 ε2 0

0 −ε2

 with ε2 = ik√
2
e

ik√
2

(x+y)
.

2. εrxy 6= 0, εixy 6= 0 and εxx = 0. In this case, the solutions to the equation system

(3.3) -(3.4) are τ = ±1, each of which is of algebraic multiplicity 2. The linearly

independent left eigenvectors corresponding to the root τ = 1 are


1

0

1

0

 and
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0

1

0

1

. The linearly independent left eigenvectors corresponding to the root

τ = −1 are


1

0

−1

0

 and


0

1

0

−1

. Since the algebraic and the geometric

multiplicities of each eigenvalue are identical, the system is hyperbolic. One

example is u = eikx

 0

1

. Its strain tensor ε =

 0 ε1

ε1 0

 with ε1 = ik
2
eikx.

3. εrxy 6= 0, εixy 6= 0, εrxx 6= 0, and εixx 6= 0. Equation (3.3) implies

τ = ±ε
r
xx

εrxy
±
((εrxx

εrxy

)2
+ 1

)1/2

(3.5)

and Equation (3.4) implies

τ = ±ε
i
xx

εixy
±
((εixx

εixy

)2
+ 1

)1/2

. (3.6)

For these to hold simultaneously

εrxx
εrxy

=
εixx
εixy

. (3.7)

Under this condition the equation system possesses four real distinct roots and

thus is once again hyperbolic. This also happens in some select cases.

Otherwise this system does not possess real roots and thus is elliptic. For the

hyperbolic system of first order, to obtain the unique solution of µ = [µr, µi, pr, pi]

we can require Dirichlet data for µ on the in-flow boundaries, which are determined

by the characteristic curves of the system [46]. While for the elliptic and parabolic

systems of first order it is still an open question to determine the need for boundary

data.
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Single displacement field with boundary data available only for µ Since

we have boundary data available only for µ, we take curl of Equations (3.1) to

eliminate the pressure term and obtain the equation only containing µ:

εxy(µ,yy − µ,xx) + 2εxxµ,xy + a1µ,x + b1µ,y + c1µ+ d1 = 0. (3.8)

In the equation above the coefficients aj, · · · dj are functions of the displacement

components and their derivatives. In the following calculations we shall keep intro-

ducing new coefficients aj, · · · gj to simplify the forms of the equations. To char-

acterize Equation (3.8) we consider the corresponding real system of equations for

µ = [µr, µi]T

εrxy(µ
r
,yy − µr,xx)− εixy(µi,yy − µi,xx) + 2εrxxµ

r
,xy − 2εixxµ

i
,xy + · · · = 0 (3.9)

εrxy(µ
i
,yy − µi,xx) + εixy(µ

r
,yy − µr,xx) + 2εrxxµ

i
,xy + 2εixxµ

r
,xy + · · · = 0. (3.10)

In the above equation the dots denote the lower order derivatives of µ.

To analyze the classification for this equation system, we let s1 = µr,x, s2 =

µi,x, s3 = µr,y, s4 = µi,y and obtain a first order PDE system for s = [µr, µi, s1, s2, s3, s4]T

As,x +Bs,y + · · · = 0. (3.11)
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Here

A =



0 0 −εrxy εixy 0 0

0 0 −εixy −εrxy 0 0

1 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 −1 0

0 0 0 0 0 −1



B =



0 0 2εrxx −2εixx εrxy −εixy
0 0 2εixx 2εrxx εixy εrxy

0 0 0 0 0 0

0 0 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0


.

The classification for the system of PDEs above and hence the required boundary

data is determined by the characteristic equation det(A− τB) = 0. From

det(A− τB)

= det



0 0 −εrxy − 2τεrxx εixy + 2τεixx −τεrxy τεixy

0 0 −εixy − 2τεixx −εrxy − 2τεrxx −τεixy −τεrxy
1 0 0 0 0 0

0 1 0 0 0 0

0 0 −τ 0 −1 0

0 0 0 −τ 0 −1


=
(
εrxyτ

2 − 2εrxxτ − εrxy
)2

+
(
εixyτ

2 − 2εixxτ − εixy
)2
,

setting det(A− τB) = 0 and assuming τ is real, we conclude that τ must simulta-

neously satisfy

(
εrxyτ

2 − 2εrxxτ − εrxy
)2

= 0, and (3.12)(
εixyτ

2 − 2εixxτ − εixy
)2

= 0. (3.13)
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This equation system is identical to the equation system (3.3)-(3.4) that we obtained

for the problem with µ and p. Thus for the second situation, the classification of

the PDE system is identical to that of the first situation. However, since this is a

system only in terms of µ, for the hyperbolic system of first order we require data

for s = [µr, µi, s1, s2, s3, s4]T , that is, µ and its derivatives, on in-flow boundaries.

Two displacement fields with limited data available only for µ Here we

assume that two displacement fields are given and some data (not necessarily bound-

ary data) only for µ is available. We rewrite Equation (3.8) for each displacement

field

ε(1)
xy (µ,yy − µ,xx) + 2ε(1)

xxµ,xy + a2µ,x + b2µ,y + c2µ+ d2 = 0 (3.14)

ε(2)
xy (µ,yy − µ,xx) + 2ε(2)

xxµ,xy + a3µ,x + b3µ,y + c3µ+ d3 = 0. (3.15)

The superscripts (1), (2) denote the first and the second displacement fields.

We separate the terms (µ,yy−µ,xx) and µ,xy by manipulating Equations (3.14)

and (3.15). To do this, we eliminate the term µ,xy by taking (ε
(2)
xx × (3.14) − ε(1)

xx ×
(3.15))/(ε

(2)
xx × ε(1)

xy − ε(1)
xx × ε(2)

xy ), to arrive at

µ,yy − µ,xx + a4µ,x + b4µ,y + c4µ+ d4 = 0. (3.16)

Similarly, we eliminate the term (µ,yy − µ,xx) by taking (ε
(2)
xy × (3.14) − ε

(1)
xy ×

(3.15))/2(ε
(2)
xy × ε(1)

xx − ε(1)
xy × ε(2)

xx ), to arrive at

µ,xy + a5µ,x + b5µ,y + c5µ+ d5 = 0. (3.17)

Note, that we have assumed that ε
(2)
xy ε

(1)
xx 6= ε

(1)
xy ε

(2)
xx . For the plane strain case with

two displacement fields given, the equation system (3.16)-(3.17) are equivalent to

the equation system (3.14)-(3.15). In the following, we will take advantage of the

forms of the equation system (3.16)-(3.17) to analyze this problem.

To characterize the type of this problem and analyze the uniqueness of the

solution, we first introduce µ = µr + iµi into Equation (3.16) and consider the
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corresponding real system of equations for µ = [µr, µi]T

µr,yy − µr,xx − a6µ
r
,y − b6µ

r
,x − c6µ

r − d6µ
i
,y − e6µ

i
,x − f6µ

i − g6 = 0 (3.18)

µi,yy − µi,xx − a7µ
r
,y − b7µ

r
,x − c7µ

r − d7µ
i
,y − e7µ

i
,x − f7µ

i − g7 = 0. (3.19)

The solution to this hyperbolic system exists and is unique in the shaded region

D1 shown in Figure 3.1 given the Cauchy data on curve C (see Appendix B). D1

is bounded by the characteristics (y = ±x + const.) of the equation system (3.18)-

(3.19) that circumscribe the initial curve C.

Figure 3.1: A construction to examine the uniqueness of the plane
strain problem with two measured displacement fields. Given
Cauchy data (µ and its normal derivatives µ,n) on curve C,
the equation system (3.18)-(3.19) can provide the solution
in D1, the shaded square in the figure. From the knowledge
of µ and its normal derivatives on ∂D1, the equation system
(3.21)-(3.22) can provide the solution in D2. In the figure, the
characteristic curves of the equation system (3.18)-(3.19) are
at ±45 degree, while the characteristic curves of the equation
system (3.21)-(3.22) are aligned with the x and y axes. Alter-
nately using the equation systems (3.18)-(3.19) and (3.21)-
(3.22) in this way, the unique solution for µ fills the plane
from limited initial data.
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Then we consider the second equation that we have, that is Equation (3.17). In

the following we prove that we can determine µ uniquely in the region D2 shown in

Figure 3.1 with the known µ and its derivatives on ∂D1 as Cauchy data for Equation

(3.17). D2 is bounded by the characteristics of Equation (3.17) that circumscribe

D1.

To this end, we introduce ξ = 1√
2
(x+ y) and η = 1√

2
(−x+ y) as independent

variables instead of x and y, then Equation (3.17) goes over into

µ,ξξ − µ,ηη + a8µ,η + b8µ,ξ + c8µ+ d8 = 0. (3.20)

It shares the form of Equation (3.16) and may be rewritten as a real system of

equations for µ = [µr, µi]T

µr,ξξ − µr,ηη − a9µ
r
,ξ − b9µ

r
,η − c9µ

r − d9µ
i
,ξ − e9µ

i
,η − f9µ

i − g9 = 0(3.21)

µi,ξξ − µi,ηη − a10µ
r
,ξ − b10µ

r
,η − c10µ

r − d10µ
i
,ξ − e10µ

i
,η − f10µ

i − g10 = 0.(3.22)

Its characteristics are η = ±ξ + const. and in x, y-coordinates x = const. and y =

const. shown as blue dashed lines in Figure 3.1. We can see that the solution to this

hyperbolic system is unique in the region D2, which is bounded by the characteristics

of this equation system with Cauchy data known on ∂D1 (see Appendix B).

Alternately using Equation (3.16) and Equation (3.17) in this way, we can

determine µ uniquely in increasingly larger and larger regions. The only limit on

the calculations above is that (ε
(2)
xx ×ε(1)

xy −ε(1)
xx ×ε(2)

xy ) used to separate (µyy−µxx) and

µxy is supposed to be non-zero. For instance, two displacement fields with parallel

characteristics satisfy ε
(2)
xx × ε(1)

xy − ε(1)
xx × ε(2)

xy = 0, and thus we cannot obtain a unique

solution from these two measurements with Cauchy data given on the initial curve

C.

We note that through the above calculations the size of the initial curve C is

arbitrary and that we only need few Cauchy data on C to calculate µ everywhere.

In the following, we prove that this Cauchy data satisfies an eighth order ordinary

differential equation, and therefore up to eight real-valued constants are required to

determine the Cauchy data necessary to solve the equation system (3.16)-(3.17).



51

To this end, we first eliminate the dependence of the complex-valued µ on the

normal derivative, i.e., y-derivative of µ in the equations (3.16)-(3.17). We then

remove the terms µi and its derivatives in the system and finally arrive at an eighth

order ordinary differential equation for µr. The first part of this operation, that is

the elimination of the y-derivatives of µ has been done in [27], in which real-valued

µ is considered. Briefly, the author eliminates the y-derivatives in the equations

(3.16)-(3.17) in favor of the x-derivatives as follows:

Compute ∂y(3.17)− ∂x(3.16) to find

a11∂xxxµ+ b11∂xxµ+ c11∂xµ+ d11∂yµ+ e11µ+ f11 = 0. (3.23)

In simplifying Equation (3.23), the equations (3.16)-(3.17) are used to eliminate the

terms ∂yyµ and ∂xyµ. If d11 = 0, we obtain a third-order ODE for µ. While for a

general case, in which d11 6= 0, we shall eliminate the term ∂yµ. To this end, we first

get an additional equation involving ∂yµ by evaluating d11 × (3.17) − ∂x(3.23) and

get

a12∂xxxxµ+ b12∂xxxµ+ c12∂xxµ+ d12∂xµ+ e12∂yµ+ f12µ+ g12 = 0. (3.24)

Finally, eliminate ∂yµ by computing e12 × (3.23)− d11 × (3.24) and obtain

a13∂xxxxµ+ b13∂xxxµ+ c13∂xxµ+ d13∂xµ+ e13µ+ f13 = 0. (3.25)

This equation is now a fourth order ordinary differential equation for µ. We

shall get started our calculations from this equation, but with the complex-valued µ.

In the following, we shall remove the terms µi and its derivatives, and thus obtain

an ordinary differential equation for µr. The main idea is that we first introduce

µ = µr + iµi into the above equation and obtain two equations for µ = [µr, µi]. We

then eliminate the dependence of µi by manipulating the two equations. Finally we

obtain an equation only for µr (see Appendix C):

a22∂x8µ
r + b22∂x7µ

r + c22∂x6µ
r + d22∂x5µ

r + · · ·+ k22µ
r + l22 = 0, (3.26)
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which is an eighth order ordinary differential equation (ODE). We note that this

equation is for a general case. For some special case, it could be a lower order ODE.

For example, as d11 = 0, it is a sixth-order ODE for µr.

Consider Equation (C.11) along the x-axis (y = 0). µr can be determined by

up to eight pieces of data of µr. With this data specified, the solution on the x-axis

µr(x, 0) = µ̄r(x) (3.27)

is determined. We substitute it into Equation (C.9) and solve for µi(x, 0). Thus we

know

µ(x, 0) = µ̄(x) (3.28)

with

µ̄(x) = µ̄r(x) + iµ̄i(x). (3.29)

Next we substitute Equation (3.28) into Equation (3.24) and then calculate

∂yµ(x, 0) = ∂yµ̄(x). (3.30)

Equation (3.28) and Equation (3.30) provide Cauchy data which are sufficient to

solve the hyperbolic equation system (3.16)-(3.17).

We notice that the original equations (3.14)-(3.15) involve first derivatives of

the pressure, so we specify a constant as the pressure value at one point to image the

pressure distribution in the domain of interest. The reconstructed pressure value

in the domain varies by a constant with the pressure value specified at one point

changing. With this consideration, totally we need up to 8 calibration conditions

for the shear modulus µ and two conditions for the pressure, one for each loading

condition.

Our final result may be state as: Given two linear independent compatible

displacement fields, ε(1) and ε(2), that are everywhere nonzero, and such that ε
(2)
xx ×

ε
(1)
xy 6= ε

(1)
xx × ε

(2)
xy is satisfied, let M (j) be the set of all functions µ that satisfies
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Equations (3.14) and (3.15). Then,

Dim{M (1) ∩M (2)} ≤ 8. (3.31)

In Equation (3.31), Dim stands for the dimension.

Remarks We notice that the problem with a single measured displacement field

is elliptic in most cases and could be hyperbolic in some particular cases, while the

equation with two displacement fields specified is hyperbolic unconditionally. In

particular the system of equations (3.9)-(3.10) is hyperbolic/elliptic, while the sys-

tem 3.21 (3.18)-(3.19) and (3.21)-(3.22), which is obtained from a linear combination

of two systems like (3.9)-(3.10), is hyperbolic. Although this appears strange, it is

true. Let’s look at one simple example that demonstrates this type of conversion.

We have two elliptic equations for u:

u,xx + u,yy = 0 (3.32)

and

3

2
u,xx +

1

2
u,yy = 0. (3.33)

It is easy to verify that both Equation (3.32) and Equation (3.33) are elliptic.

Next we take 2× ((3.33)− (3.32)) to obtain a hyperbolic equation

u,xx − u,yy = 0. (3.34)

This equation and Equation (3.32) comprise another system, which is equivalent

to the original system. Now we can see that the original equation system of two

elliptic equations is converted to a system of one hyperbolic equation plus one elliptic

equation. Hence we conclude that the type of a problem may change by taking linear

combinations of equations.
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3.1.3 Unified Equation for Multiple Loadings

Now that we have established the uniqueness of the complex plane strain in-

verse elasticity problem, we describe a numerical method to solve it. We use an

unified equation that allows for multiple loadings so that we can present a general

CAWE formulation (see [30]). To this end, we define µ = (µ, p(1), p(2), · · · , p(Nloadings))

and Nloadings indexes the total number of the loading conditions, so that µ1 = µ, µ2 =

p(1), · · · , µNloadings+1 = p(Nloadings). We rewrite the stress tensor for each loading con-

dition using the following notation:

σ(l)(x) =

Nparams∑
n=1

µn(x)A(n,l)(x), l = 1, · · · , Nloadings. (3.35)

Here l indexes the loading conditions, the fields µn represent the shear modulus

distribution and pressure fields, and Nparams = Nloadings + 1, is the number of pa-

rameters. For each loading, the equation of motion (3.1) may then be written as

∇ · (
Nparams∑
n=1

µnA
(n,l)) = f (l), (3.36)

where f (l) = −ρω(l)2u(l). The L2-adjoint of ∇· (
Nparams∑
n=1

µnA
(n,l)) is

Nparams∑
n=1

A(n,l)∇µn.

As an example consider Nloadings = 2. Here we have one µ and two pressures

p(1) and p(2), one for each loading condition. We define µ = (µ, p(1), p(2)), so that

µ1 = µ, µ2 = p(1) and µ3 = p(2). Then the stress tensor for two loadings (l = 1, 2)

are given by:

σ(l) = µA(1,l) + p1A
(2,l) + p2A

(3,l), (3.37)
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where

A(1,1) = ∇u(1) + (∇u(1))T

A(2,1) = −1

A(3,1) = 0

A(1,2) = ∇u(2) + (∇u(2))T

A(2,2) = 0

A(3,2) = −1.

3.2 Weak Form: Complex Adjoint Weighted Equations

3.2.1 Problem Formulation

We first apply the algorithm of the complex adjoint weighted equations (CAWE)

for one loading condition. Thereafter we present the general CAWE formulation for

multiple loading conditions.

For one loading, we define µ = (µ, p), the corresponding weighting function

w = (w, q). The CAWE for this problem is given by: find µ ∈ S such that

b(w,µ) = l(w) ∀w ∈ V . (3.38)

Here

b(w,µ) =
(

2ε∇w − 1∇q, ∇ · (2εµ− 1p)
)

(3.39)

l(w) = −(2ε∇w − 1∇q, ρω2u). (3.40)

The weighting function space V and the trial solution space S are defined as

V = {(w, q)|w, q ∈ H1(Ω)} (3.41)

S = {(u, p)|u, p ∈ H1(Ω)}. (3.42)

The space V and S differ from each other on the basis of the boundary conditions

specified on µ and p. Since these may change depending on the problem type, they
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are not specified here.

For multiple loadings, the general CAWE formulation is then given by: find

µ ∈ S such that

b(w,µ) = l(w) ∀w ∈ V , (3.43)

where

b(w,µ) =

Nloadings∑
l=1

Nparams∑
m=1

b(l)(wm,µ) (3.44)

l(w) =

Nloadings∑
l=1

Nparams∑
m=1

l(l)(wm) (3.45)

b(l)(wm,µ) =
(
A(m,l)∇wm,∇ ·

Nparams∑
n=1

(A(n,l)µn)
)

(3.46)

l(l)(wm) = −(A(m,l)∇wm,f (l)) (3.47)

and

f (l) = ρω(l)2u(l). (3.48)

For example, when Nloadings = 2, we have µ = (µ, p(1), p(2)), the corresponding

weighting function w = (w, q(1), q(2)). The CAWE for this problem is given by: find

µ ∈ S such that

b(w,µ) = l(w) ∀w ∈ V . (3.49)

Here

b(w,µ) =
(

2ε(1)∇w − 1∇q(1), ∇ · (2ε(1)µ− 1p(1))
)

(3.50)

+
(

2ε(2)∇w − 1∇q(2), ∇ · (2ε(2)µ− 1p(2))
)

l(w) = −(2ε(1)∇w − 1∇q(1), ρω(1)2u(1)) (3.51)

− (2ε(2)∇w − 1∇q(2), ρω(2)2u(2)).
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3.2.2 Analysis of CAWE Formulation

In this section, we analyze the properties of the CAWE formulation. The

analysis has been done in [30], but for real-valued problems. We extend these

results to complex-valued problems. The idea here is to describe the conditions

on the data for which the CAWE formulation is stable and leads to convergent

numerical solutions.

Assumptions on measured Data

(i) The CAWE bilinear form provides a natural norm on V , that we call the A-

norm. Thus we define:

‖w‖2
A ≡

Nparams∑
m=1

Nparams∑
n=1

Nloadings∑
l=1

(
A(m,l)∇wm,A(n,l)∇wn

)
(3.52)

≡ (∇w,A∇w) > 0 ∀w ∈ V , (3.53)

where [∇w]mi = ∂wm

∂xi
, and Amnjk =

∑
i

∑
l

A
∗(m,l)
ij A

(n,l)
ik .

To call this a norm, we assume that

‖w‖2
A = 0⇔ w = 0 in Ω. (3.54)

This happens when A is positive definite and V is such that a constant w is

ruled out. We note it is not easy to postulate conditions on A(m,l) and hence

u(n), to determine when this will be the case. We also note that when A

is positive definite, the A-norm is analogous to an H1 semi-norm on V , and

equivalent to the H1 norm on V in many practical cases.

Here, we examine A for the plane strain problem with a single measure-

ment. We note that we will work in a coordinate system aligned with the

principal axes of strain. The strain can be written as ε =

 ε1 0

0 −ε1

 with

complex-valued ε1. A(1,1) = 2ε,A(2,1) = −1. So A, expressed as a matrix, is
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4|ε1|2 0 −2ε∗1 0

0 4|ε1|2 0 2ε∗1

−2ε1 0 1 0

0 2ε1 0 1

. The eigenvalues of A are 4|c|2 + 1 and 0, each

of which has algebraic multiplicity 2. Since the eigenvalue 4|c|2 + 1 is positive

and another eigenvalue is zero, we conclude that A is semi-positive definite,

but not positive-definite in this case. This is to be expected since with the

single displacement measurement the solution for µ is not unique as shown in

Section 3.1.

(ii) Let

q(w) =

Nparams∑
m=1

Nparams∑
n=1

Nloadings∑
l=1

(
wm∇ ·A(m,l), wn∇ ·A(n,l)

)
. (3.55)

We assume that there exists a constant CA
p <∞ such that

q(w) 6 C‖w‖2
A ∀C > CA

p (3.56)

This is a generalization of Poincare inequality and will hold for small ∇·A(m,l).

(iii) We assume the A-norm is bounded by the H1 norm on V . That is, there exists

a finite, positive constant C satisfying

‖w‖A 6 C‖w‖1. (3.57)

This implies that the Largest eigenvalue of A is bounded. When the data is

such that all the conditions above are satisfied we can prove the coercivity of

the CAWE formulation.
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CAWE Stability We now examine coercivity of b(·, ·):

b(w,w) =

Nparams∑
m=1

Nparams∑
n=1

Nloadings∑
l=1

(
A(m,l)∇wm,∇ · (A(n,l)wn)

)
= ‖w‖2

A +

Nparams∑
m=1

Nparams∑
n=1

Nloadings∑
l=1

(
A(m,l)∇wm, (∇ ·A(n,l))wn

)
.(3.58)

For any ε > 0

Nparams∑
m=1

Nparams∑
n=1

Nloadings∑
l=1

(
A(m,l)∇wm, (∇ ·A(n,l))wn

)
> − ε

2
‖w‖2

A −
1

2ε
q(w). (3.59)

To prove the inequality above, let’s look at

‖ε1/2
Nparams∑
m=1

A(m,l)∇wm + ε−1/2(

Nparams∑
m=1

∇ ·A(m,l))wm‖2 ≥ 0. (3.60)

Setting x(l) =

Nparams∑
m=1

A(m,l)∇wm and y(l) = (

Nparams∑
m=1

∇ ·A(m,l))wm arrives at

‖ε1/2x(l) + ε−1/2y(l)‖2 ≥ 0 (3.61)

⇒ (ε1/2x(l) + ε−1/2y(l), ε1/2x(l) + ε−1/2y(l)) ≥ 0 (3.62)

⇒ ‖ε1/2x(l)‖2 + ‖ε−1/2y(l)‖2 + 2(x(l), y(l)) ≥ 0 (3.63)

⇒ (x(l), y(l)) ≥ − ε
2
‖x(l)‖2 − 1

2ε
‖y(l)‖2. (3.64)

Summing over l

∑
l

(x(l), y(l)) ≥ − ε
2

∑
l

‖x(l)‖2 − 1

2ε

∑
l

‖y(l)‖2. (3.65)

Then we have the desired result.
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Using (3.59) in (3.58) gives

b(w,w) > (1− ε

2
)‖w‖2

A −
1

2ε
q(w) (3.66)

>
[
1− ε

2
− 1

2ε
CA
p

]
‖w‖2

A (3.67)

= C1‖w‖2
A, (3.68)

where C1 is in the brackets in (3.67); setting ε =
√
CA
p gives

C1 = 1−
√
CA
p . (3.69)

Note, we have stability for CA
p < 1.

CAWE Uniqueness Suppose µ1 and µ2 both satisfy Equation (3.43). Let v =

µ1 − µ2 ∈ V . Then according to the bi-linearity of b(·, ·), we have

b(w,v) = 0 w ∈ V . (3.70)

Since v ∈ V , we may choose w = v to find b(v,v) = 0. By the coercivity of b(·, ·),
we conclude that v = 0, and hence µ1 = µ2. That is, the solution of Equation

(3.43) is unique.

3.3 Numerical Approximation

We construct a numerical method based on CAWE by approximating the

infinite dimensional spaces by their finite dimensional counterparts Vh ⊂ V and

Sh ⊂ S. For constructing Vh and Sh ⊂ S we use the standard piecewise constant

finite element shape functions. The statement of this method is: find µh ∈ Sh such

that

b(wh,µh) = l(wh) ∀wh ∈ Vh. (3.71)
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Since Sh ⊂ S the continuous solution µ also satisfies Equation (3.71). That is

b(wh,µ) = l(wh) ∀wh ∈ Vh. (3.72)

Next we prove that our numerical solution converges at optimal rates to the exact

solution under the restrictions of Section 3.2. Denote the Galerkin discretization

error by e = µ− µh. Then e satisfies

b(wh, e) = 0 ∀wh ∈ Vh. (3.73)

We split the error e = η + eh, where η = µ − µi and eh = µi − µh. Here µi is

the best approximation to µ in the space Vh, η is the interpolation error. Then by

linearity of b(·, ·) we have:

b(wh, e) = b(wh,η + eh) = b(wh,η) + b(wh, eh) = 0 ∀wh ∈ Vh. (3.74)

Thus,

|b(wh, eh)| = |b(wh,η)| ∀wh ∈ Vh. (3.75)

Select wh = eh in the equation above to get:

b(eh, eh) = |b(eh,η)|. (3.76)

By continuity of b(·, ·) [c.f.[33]], we have

|b(eh,η)| 6 C2‖eh‖A‖η‖A. (3.77)

By coercivity of b(·, ·), we have

b(eh, eh) > C1‖eh‖2
A. (3.78)
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Equations (3.76) - (3.77) give

C1‖eh‖2
A 6 C2‖eh‖A‖η‖A. (3.79)

Therefore,

‖e‖A = ‖η + eh‖A (3.80)

6 ‖η‖A + ‖eh‖A triangle inequality (3.81)

6 (1 +
C2

C1

)‖η‖A by(3.79) (3.82)

6 (1 +
C2

C1

)C‖η‖1 by(3.57) (3.83)

6 C3h
p. by interpolation estimate (3.84)

Here h represents the element size and p is the polynomial order of completeness of

functions in Vh.
We now test the CAWE formulation developed for inverse problems of incom-

pressible plane strain elasticity with synthetically generated data. The synthetic

data consists of two cases. The first one is a simple case, i.e. homogeneous medium,

where we utilize analytical displacement fields and analytical strains to investigate

the ill-posedness of inverse problems of incompressible plane strain elasticity. The

second one is a smooth cylindrical inclusion, where we investigate the sensitivity of

the data to the inclusion. For the inclusion case, we also consider add Gaussian

white noise to the displacement fields to generate 20% noise in strains and test the

performance of the CAWE formulation in the presence of noise. Then we append to

the CAWE formulation the total variation diminishing (TVD) regularization that

preserves the edges of inclusion and penalizes the variations in the field of interest.

3.3.1 Synthetic Data

Homogeneous medium We begin our test with a homogeneous medium with

the shear modulus µ = 1+0.0i. The domain of the problem is a square with a mesh

of 40× 40 bilinear elements. The mesh size is 0.01.

We generate analytically two displacement fields in the homogeneous medium,



63

u(1) = eikx[0, 1], u(2) = e
ik√
2

(x+y)
[−1, 1]. The wavenumber k =

√
ρω2

µ
is calculated

with the shear modulus µ = 1 + 0.0i, angular frequency ω = 30 and density ρ =

1. To investigate the ill-posedness of this problem, we calculate gradients of the

displacement fields ∇u, analytically, to avoid errors introduced in calculating first

derivatives of the displacement data. In order to calculate the second derivatives

of the displacements, we interpolate ε using piecewise linear finite element basis

functions, and then compute their derivatives within each element. In doing so, we

introduce numerical error (or noise) into the problem.

We consider the third situation that we discussed in Section 3.1.2, that is to

reconstruct the shear modulus in the domain, where two displacement fields are

measured and boundary data for the shear modulus is available. According to

the analysis in Section 3.1.2, eight real-valued constants are required to obtain the

unique solution of the complex-valued shear modulus in inverse problems with two

measurements provided, and two real-valued constants are required for each loading

to estimate the spacial distribution of the complex-valued pressure uniquely. As

shown in Figure 3.2 we prescribe the shear modulus to be equal to its exact value

at the four corners of a calibration region, whose width is 1/8 of the total width of

the sample. We also prescribe the two pressures at the origin to be equal to zero to

get a unique distribution of pressure.

We prefer to impose these conditions weakly through penalty terms. So our

weak formulation for reads as: Find µh ∈ Sh such that

b(wh,µh) + γ1Re{
4∑

n=1

wh1 (xn)(µh(xn)− µ̄h(xn))}

+ γ2Re{wh2 (x0)(p(1)h(x0)− p̄(1)h(x0))}

+ γ3Re{wh3 (x0)(p(2)h(x0)− p̄(2)h(x0))}

= l(wh) ∀w ∈ V , (3.85)

where γj is the parameter for weak boundary conditions.

In Figure 3.3 we have shown the reconstructed complex-valued shear modulus

using the CAWE formulation. From the reconstruction of the real part and imagi-
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nary parts of shear modulus, we note that even though the only noise in the data

is in the derivatives of the strains, the results are dominated by artifacts and the

maximum error in the reconstruction is 65%. This points to the ill-posedness of

this inverse problem [23]. One way to address this problem is to add regularization.

In particular, to overcome these artifacts, we can resort to the total variation di-

minishing (TVD) regularization. However, the case considered here is homogeneous

medium and the shear modulus is constant. Extremely large regularization param-

eter may lead to artificially “perfect” reconstructions of the homogeneous material

properties.

The parameter for weak boundary conditions used in Figure 3.3 is γj = 1.0e10.

If γj = 1.0e5, that is, we use weaker boundary conditions, the maximum error in the

reconstruction goes up to be 75%. We further examine the sensitivity to the value

of the boundary conditions. The exact value of the boundary condition is 1.0+0.0i.

When we use a bigger value of boundary conditions with a relative error 20%, that

is µ̄ = 1.2 + 0.0i, the maximum error in the reconstruction increases to be 115%,

which is about twice the maximum error in the result with the exact value of the

boundary conditions. When we use a smaller value of boundary conditions with a

same relative error, that is µ̄ = 0.8+0.0i, the maximum error increased to be 145%,

which is much larger than the maximum error in the result with a bigger value of

boundary conditions.

Inclusion Problem The second example we consider is a two-dimensional plane

strain case with a cylindrical inclusion embedded in a homogeneous background. In

this example, we investigate the sensitivity of the data to the inclusion. Furthermore,

we add Gaussian white noise to the displacement data and test the stability of

the CAWE formulation. We also consider the regularized CAWE formulation to

improve its performance. Figure 3.4 shows the schematic of the problem setup. The

domain of the problem is a 50mm × 50mm square. The inclusion is centered at

the center of the domain with a 16mm diameter. The bottom of the domain is

fully constrained and the two lateral sides are traction free. Two time harmonic

excitations are located on the top surface and at the top left corner, shown as red
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(a)

Figure 3.2: Schematic showing two waves in homogeneous medium. The
calibration region is on the left shown as the shaded region.
∗ denotes locations where µ is prescribed.

arrows in Figure 3.4, to generate two waves propagating vertically and diagonally,

respectively. The locations of these two excitations are chosen to make sure that

the term (ε
(2)
xx × ε

(1)
xy − ε

(1)
xx × ε

(2)
xy ) is non-zero, which is an assumption that was

made to prove the uniqueness of this problem with two measurements in Section

3.1.2. Without this condition, multiple measurement may not reduce the need for

boundary data to obtain unique solutions. The frequency of the two excitations

is 200Hz, and the amplitude is 1mm. The displacement fields generated in these

two loadings are numerically measured in the 40mm square domain, indicated with

the dashed line. We use the commercial finite element tool Abaqus to simulate the

deformation in the domain.

In the Abaqus model, the background and the inclusion are viscoelastic and

nearly incompressible. The density of these two materials is ρ = 1000 kg/m3. The

Poisson’s ratio is ν = 0.495. In the homogeneous background the instantaneous

modulus µ0 = 20 KPa and the Prony series parameters g1 = 0.14, τ1 = 5.0e −
4s, g2 = 0.11, τ2 = 8.5e − 5s. The inclusion has a smooth Cosine profile. Its

instantaneous modulus µ0 = 80(cos(x ∗ π/16)) + 20 KPa, starts from the value

of the instantaneous modulus of the homogeneous background at the interface and

reaches the peak 100 KPa at the center of the inclusion. Its Prony series parameters
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(a) µr (b) µi

Figure 3.3: Reconstruction of the shear modulus using CAWE with zero
explicit noise displacement fields in homogeneous medium.
Left: Real component; Right: Imaginary component.

(a) source 1 (b) source 2

Figure 3.4: Schematic showing the numerical experimental setup for the
inclusion problem. The bottom of the domain is fully con-
strained and the two lateral sides are traction free. Two time
harmonic excitations are located on the top surface (in (a))
and at the top left corner (in (b)) shown as the red arrows,
to generate two waves propagating approximately vertically
and diagonally, respectively. The frequency of the two exci-
tations is 200Hz and the amplitude is 1mm. The calibration
region is the top 1/8 of the domain of interest, shown as the
shaded region. * denotes locations where µ is prescribed.
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g1 = 0.14, τ1 = 8.5e− 5s, g2 = 0.08, τ2 = 3.0e− 4s.

The shear modulus for the background and the inclusion is frequency depen-

dent and can be calculated by [47]

µ = µ0

[
1−

2∑
i=1

gi
1− iωτi
1 + ω2τ 2

i

]
. (3.86)

Thus the target value of the shear modulus is µbgnd = 15.8+i1.5 KPa in background

and µincl = 79 + i4.0 KPa at the peak at the center of the inclusion. The maximum

contrast of the shear stiffness is about 5 : 1.

The model domain is meshed with 11, 213, 4-node bilinear plane strain quadri-

lateral elements with reduced integration, hourglass control. Implicit, dynamic sim-

ulations are performed in Abaqus. Forty cycles of excitation are applied for each

loading to get steady state time-dependent response of the domain. The number of

increments per each cycle is 20.

The displacement fields in the last 10 cycles are collected and Fourier trans-

formed to find the displacement fields in frequency domain. The frequency com-

ponents at the driving frequency f = 200 Hz are extracted. For each loading, the

vector displacement data are scaled such that the maximum magnitude of the ver-

tical displacement component in the domain of interest, as marked in the dashed

line in Figure 3.4, is one.

Next, we downsample the displacement data at the driving frequency onto a

regular 50 × 50 grid using a Matlab function griddata, which fits a surface to the

original scatter data and interpolates the surface at the query points [48]. There

are three reasons why we downsample and interpolate the displacement data over a

regular grid. Firstly, in experiments displacement data are usually measured on a

regular grid. Secondly, we want to solve forward problems, which generate the dis-

placement data, and inverse problems on different mesh to avoid an “inverse crime”.

The last reason is that we are to use a quadratic Least squares filter to smooth the

data, which minimizes the least squares error in fitting a quadratic polynomial to

frames of noisy data and requires that the mesh be regular. Figure 3.5 shows these

two displacement fields. We calculate the strains, (a(i)), from the gradient of each
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displacement component, by solving the following variational problem [49]; Find a(i)

such that

(wh,a(i)) = (wh,∇u(i)), i = 1, 2. (3.87)

Since the excitations are located on the top of the domain and the waves prop-

agate from top (top-left) to bottom (bottom-right), we assume the boundary data

for µ can be measured somehow in the top part of the domain and the calibration re-

gion is the top 1/8 of the specimen (see Figure 3.4). We consider the third situation

discussed in Section 3.1.2, that is we resort to two “measured” displacement data

to estimate the spatial distribution of the complex valued shear modulus. There-

fore, eight real-valued constants are needed to obtain a unique reconstruction of the

complex shear modulus, and two real-valued constants are required for each loading

to get a unique complex-valued pressure distribution instead of a relative pressure

distribution. We choose to impose the boundary data for the shear modulus on the

four corners of the calibration region and the boundary data for each pressure field

on the top left corner of the calibration region. Once again we apply these data

weakly.

We utilize these two displacement fields, their strains and boundary data in

the CAWE formulation to recover the spatial distribution of the complex shear

modulus. TVD regularization is not used for the clean data. Due to the low ratio

of the imaginary part of the shear modulus to the real part of the shear modulus,

only the real part of the shear modulus is recovered.

In Figure 3.6 we present the reconstruction of the real part of the shear mod-

ulus using CAWE. We observe that the inclusion is well captured, not only in terms

of its shape and location, but also in term of its profile. However, the peak value of

the smooth inclusion is underestimated by about 10% and therefore the maximum

contrast decreases from 5 : 1 to 4.5 : 1. This phenomenon is also seen in Figure 3.7,

in which we plot the variation in the recovered real part of the shear modulus along

a horizontal line through the center of the inclusion. There are two primary reasons

for the underestimation. The first reason is that in the Abaqus model the center of

the inclusion was not on an FEM model and thus the peak value was missed. The
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(a) (b)

(c) (d)

Figure 3.5: Real part of the two vector displacement fields generated in
Abaqus. (a) Real part of the horizontal displacement com-
ponent with excitation on the top edge; (b) Real part of the
horizontal displacement component with excitation at the top
left corner; (c) Real part of the vertical displacement com-
ponent with excitation on the top edge; (d) Real part of the
vertical displacement component with excitation at the top
left corner.
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second reason is the displacement data was downsampled onto a uniform, coarse

grid using a Matlab function griddata, which determines the connectivity of scat-

tered data based on a Delaunay triangulation and performs a triangle-based linear

interpolation to assign values at the “ query” points. This process of interpolation

further smooths the data.

Figure 3.6: Reconstruction of the real part of the shear modulus using
CAWE with two displacement fields. The calibration region
is the top part of the domain sharing its top edge but with
1/8 of its height. Boundary data for the shear modulus is
imposed weakly at the four corners of the calibration region.

Next, we add 5% Gaussian white noise to the displacement fields which in-

troduces 20% noise into the strains and investigate how the CAWE formulation

behaves in the presence of noise. For the noisy data we investigate the effect of

the total variation diminishing (TVD) regularization and a quadratic least squares

filter. Regularization term is simply added to the CAWE formulation. In order to

simplify the notation we suppress the superscript h. The final CAWE are: Find
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Figure 3.7: Variation of the real part of the shear modulus along a hor-
izontal line running through the center of the inclusion with
no noise and regularization parameters αj = 0.0.

µ ∈ S such that

b(w,µ) + γ1Re{
4∑

n=1

w1(xn)(µ(xn)− µ̄(xn))}

+ γ2Re{w2(x0)(p(1)(x0)− p̄(1)(x0))}

+ γ3Re{w3(x0)(p(2)(x0)− p̄(2)(x0))}

+ α1Re{
(
∇wr1,

∇µr√
|∇µr|2 + β2

)
}

+ α2Re{
(
∇wi1,

∇µi√
|∇µi|2 + β2

)
}

+ α3Re{
(
∇wr2,

∇p(1)r√
|∇p(1)r|2 + β2

)
}

+ α4Re{
(
∇wi2,

∇p(1)i√
|∇p(1)i|2 + β2

)
}

+ α5Re{
(
∇wr3,

∇p(2)r√
|∇p(2)r|2 + β2

)
}

+ α6Re{
(
∇wi3,

∇p(2)i√
|∇p(2)i|2 + β2

)
}

= l(w) ∀w ∈ V , (3.88)
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where αj is the regularization parameter and β is a parameter selected to ensure

that the regularization term is continuous when ∇µr = 0, ∇µi = 0, ∇p(1)r = 0,

∇p(1)i = 0, ∇p(2)r = 0 or ∇p(2)i = 0. γj are penalty parameters for imposing the

weak boundary conditions.

The comparison of the results for the real part of the shear modulus recon-

structions are presented in Figure 3.8. Figure 3.8(a) shows the reconstruction with

noisy data and no TVD regularization applied. The location of the inclusion is well

detected. However, the shape of the inclusion is not well captured. The smooth

profile of the inclusion is interrupted by sharp oscillations and significant artifacts

are also present in the homogeneous background. The peak value of the inclusion is

around 60−70 KPa regardless the overshoots caused by noise, which is very close to

the recovered peak value with zero noise data shown in Figure 3.6. Then we append

to the CAWE formulation the TVD regularization to improve the reconstruction.

The corresponding result is shown in Figure 3.8(b). We observe that with the TVD

regularization the shape of the inclusion is recovered better, the oscillations in the

inclusion and artifacts in the background are diminished. We also note that the

peak value of the inclusion is decreased due to the use of the regularization. We can

expect that the oscillations and artifacts in the reconstruction may be tempered very

well but at the expense of loosing contrast by increasing the regularization param-

eter. Thereafter, we smooth the noisy displacement data by using a quadratic least

squares filter with window size of 5× 5 and perform the inversion algorithm. Figure

3.8(c) and Figure 3.8(d) show the reconstructions of the real part of the shear mod-

ulus from the smoothed data with/without the TVD regularization, respectively.

We observe that in the reconstruction with smooth data (Figure 3.8(c)) overshoots

are smoothed. The smooth profile of the inclusion is recovered successfully. The

value of the real part of the shear modulus in the inclusion is close to the result with

noisy data, regardless of the overshoots caused by noise. Then we consider using

the TVD regularization. We adopt the same TVD regularization parameters that

we used for noisy data and present the result in Figure 3.8(d). We find that the

shape of the inclusion is reconstructed very well. The artifacts are removed except

the small region below the inclusion. However the contrast in the real part of the
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shear modulus between the inclusion and the background is overly underestimated.

The maximum contrast in the reconstruction is 2 : 1, which is lower than the exact

value of 5 : 1. The real part of the shear modulus in the inclusion is flattened. These

observations are reaffirmed by the plot in Figure 3.9, where the recovered real part

of the shear modulus along a horizontal line across the center of the inclusion are

plotted.

3.4 Chapter Summary

We considered the inverse problem of time-harmonic incompressible isotropic

plane strain elasticity. We examined the uniqueness of this problem and determined

the boundary data required to generate unique solutions for the complex valued

shear modulus. We concluded that the need for boundary data depends on the

number of available measurements. When a single measurement is available, the

problem is elliptic in most cases but could be hyperbolic in some particular case.

The data required to determine the solution uniquely is difficult to gather in practice.

When two measurements are available, the two equations for the shear modulus can

be manipulated to yield two hyperbolic partial differential equations. Then the

need for boundary data is significantly reduced. Only eight real-valued constants

are required to estimate the unique solution of the complex valued shear modulus,

and two real-valued constants for each pressure field are needed to find the unique

solution for the complex valued pressure.

In order to solve this problem, we developed the CAWE formulation for the

case of multiple measurements and parameters. We proved that the CAWE for-

mulation yield a method that is stable and convergent under some restrictions on

measured data. We appended the total variation diminishing (TVD) regularization

to the CAWE formulation, in order to penalize variations in the field of interest while

preserving the sharpness of jumps at the interface of two different materials. We also

developed a weak formulation to apply the 8+2 constants for the two-measurement

case.

We implemented a straightforward finite element discretization of the regular-

ized CAWE formulation. Thereafter we evaluated the performance of this algorithm
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through synthetically generated, noisy displacement data. We found the regular-

ized CAWE formulation accommodated noise gracefully and recovered the shape,

location and value of the shear modulus successfully.
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(a) (b)

(c) (d)

Figure 3.8: Reconstructions of the real part of the shear modulus using
CAWE with noisy displacement fields. (a) With no smooth-
ing of the noisy data (s = 0) and regularization parameters
αj = 0 (j = 1, · · · , 6). s is the window size of the quadratic
LS filter; (b) With no smoothing (s = 0) and regularization
parameters αj = 20. (c) With smoothing (s = 5) and regular-
ization parameters αj = 0; (d) With smoothing (s = 5) and
regularization parameters αj = 20.
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(a)

Figure 3.9: Variation of the real part of the shear modulus along a hor-
izontal line running through the center of the inclusion for
four cases: (1) With no smoothing (s = 0) and regularization
parameters αj = 0 (j = 1, · · · , 6). s is the window size of the
quadratic LS filter; (2) With no smoothing (s = 0) and regu-
larization parameters αj = 20; (3) With smoothing (s = 5) and
regularization parameters αj = 0; (4) With smoothing (s = 5)
and regularization parameters αj = 20.



CHAPTER 4

Three-Dimensional Time-Harmonic Viscoelasticity Problem

In this chapter we extend the CAWE formulation developed for simplified math-

ematical models that include the scalar Helmholtz equation, the anti-plane shear,

the plane stress and the plane strain states to three-dimensional time-harmonic vis-

coelastic problems. We also examine and describe the uniqueness of the 3D inverse

problem with one and two measurements. The motivation for this problem lies in

the following two considerations. Firstly, these simplified mathematical models are

only approximations of the actual state, which is usually three dimensional. In this

regard, studies [30] have shown that although these approximations simplify and

speed up calculations, they also introduce inaccuracy in the recovered shear mod-

ulus distribution. Secondly, three dimensional data allows us to recover and track

the changes of the shear modulus in the elevation direction. With this background,

we carry out studies of the three-dimensional time-harmonic viscoelastic inverse

problem and develop a CAWE formulation to solve it directly.

At the beginning of this chapter, we write the 3D time-harmonic viscoelastic

equations. We analyze these equations as a problem for the shear modulus given the

displacement field, and determine the boundary data and/or the interior displace-

ment data that would be required to generate a unique solution for the complex-

valued shear modulus. As in the plane strain case considered in Chapter 3, we

consider three situations: (1) A single measured displacement field with boundary

data available for shear modulus µ and pressure p; (2) A single measured displace-

ment field with boundary data available only for the shear modulus µ; and (3) two

measured displacement fields with limited data available only for the shear modulus

µ. We note that the three-dimensional case is very similar to the two-dimensional

case considered in Chapter 3. Hence we rely quite heavily on the development con-

tained within that chapter. We begin by considering the case with one measured

displacement field and conclude that the resulting system of equations (for µ&p, or

for µ alone) could be hyperbolic, parabolic or elliptic depending on a condition on

77
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the strain fields. Thereafter we consider the case with two measured displacement

fields. Here we conclude that the equations can be manipulated in a way such that

the resulting system of equations is purely hyperbolic. We make extensive use of

this property to establish the uniqueness of this problem. We conclude that the

solution for µ is unique given up to eight pieces of real data on µ.

We also develop the CAWE formulation for the 3D time-harmonic viscoelas-

ticity inverse problem. We find that the general CAWE formulation developed in

Chapter 3 and its properties came forward to the inverse 3D problem. Finally we

test the CAWE formulation on magnetic resonance (MR) data.

The layout of the remainder of this chapter is as follows. In Section 4.1 we

present the three-dimensional time-harmonic viscoelasticity inverse problem and

analyze its uniqueness. In Section 4.2 we describe the CAWE formulation in 3D

and analyze its stability and convergence under certain conditions. Thereafter in

Section 4.3 we consider the Galerkin discretization and test the CAWE formulation

using experimentally measured data. We end with conclusions in Section 4.4.

4.1 Strong Form

4.1.1 Problem Formulation

From the momentum equation (2.1) and the constitutive equation (2.3), we

obtain the governing equation for three-dimensional time-harmonic viscoelasticity

problem

−∇p+∇ · (2µε) + ρω2u = 0, (4.1)

where u(x) = [ux(x, y, z), uy(x, y, z), uz(x, y, z)]T is the vector displacement field

measured in a three-dimensional volume. ε = 1
2
(∇u + ∇uT ) is the second-order

strain tensor. Here we consider the inverse problem, that is, we wish to find the

complex-valued shear modulus, µ(x), and the hydrostatic stress, p(x), fields that

satisfy the above equation with the displacement field u(x) and strain ε given.

In what follows, we shall examine the uniqueness of the three-dimensional

time-harmonic viscoelasticity inverse problem. In this regard we classify the type
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of PDE for µ and then determine the data required to find a unique solution. We

will consider cases, where one or more measured displacements are known, and the

spatial distribution of the complex-valued shear modulus is sought.

4.1.2 Uniqueness Results

We examine the uniqueness of the problem under three conditions: (1) A single

measured displacement field with boundary data available for µ and p; (2) A single

measured displacement field with boundary data available only for µ; and (3) two

measured displacement fields with boundary data available only for µ.

Single displacement field with boundary data available for µ and p We

note that Equation (4.1) gives a system of three equations and is for the two un-

knowns µ and p. Thus we take two of these three equations to characterize this

system:

− p,x + 2µ,xεxx + 2µ,yεxy + 2µ,zεxz + 2µεxj,j + ρω2ux = 0 (4.2)

−p,y + 2µ,xεyx + 2µ,yεyy + 2µ,zεyz + 2µεyj,j + ρω2uy = 0. (4.3)

We write the corresponding real system of equations obtained for the real-

valued vector field µ = [µr, µi, pr, pi]T :

Aµ,x +Bµ,y +Cµ,z +Dµ+ ρω2u = 0. (4.4)
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Here

A =


2εrxx −2εixx −1 0

2εixx 2εrxx 0 −1

2εrxy −2εixy 0 0

2εixy 2εrxy 0 0



B =


2εrxy −2εixy 0 0

2εixy 2εrxy 0 0

2εryy −2εiyy −1 0

2εiyy 2εryy 0 −1



C =


2εrxz −2εixz 0 0

2εixz 2εrxz 0 0

2εryz −2εiyz 0 0

2εiyz 2εryz 0 0



D =


2εrxj,j −2εixj,j 0 0

2εixj,j 2εrxj,j 0 0

2εryj,j −2εiyj,j 0 0

2εiyj,j 2εryj,j 0 0



u =


urx

uix

ury

uiy

 .

The classification for the system of PDEs above and hence the required boundary

data is determined by the characteristic equation det(A + τ1B + τ2C) = 0. For

arbitrarily prescribed real values of τ1, if this characteristic equation does not possess

real roots (or called eigenvalues) τ2, then the problem is elliptic; if this characteristic

equation possesses four real distinct solutions τ2, or the solutions to this equation are

real and the system is not defective, then this problem is hyperbolic; if the solutions

to this equation are real, but the system is defective, then this system is parabolic.

A system is said to be non defective if the algebraic and the geometric multiplicities
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of each eigenvalue are identical.

det(A+ τ1B + τ2C)

= det


2(εrxx + τ1ε

r
xy + τ2ε

r
xz) −2(εixx + τ1ε

i
xy + τ2ε

i
xz) −1 0

2(εixx + τ1ε
i
xy + τ2ε

i
xz) 2(εrxx + τ1ε

r
xy + τ2ε

r
xz) 0 −1

2(εrxy + τ1ε
r
yy + τ2ε

r
yz) −2(εixy + τ1ε

i
yy + τ2ε

i
yz) −τ1 0

2(εixy + τ1ε
i
yy + τ2ε

i
yz) 2(εrxy + τ1ε

r
yy + τ2ε

r
yz) 0 −τ1


= 4
[ (
εrxyτ

2
1 + (εrxx − εryy)τ1 − εrxy

)2
+ (εrxzτ1 − εryz)τ2

]2

+4
[ (
εixyτ

2
1 + (εixx − εiyy)τ1 − εixy

)2
+ (εixzτ1 − εiyz)τ2

]2

.

Setting det(A+ τ1B + τ2C) = 0 and assuming τ1&τ2 are real, the above implies

((
εrxyτ

2
1 + (εrxx − εryy)τ1 − εrxy

)2
+ (εrxzτ1 − εryz)τ2

)2

= 0, and (4.5)((
εixyτ

2
1 + (εixx − εiyy)τ1 − εixy

)2
+ (εixzτ1 − εiyz)τ2

)2

= 0. (4.6)

For each of Equation (4.5) and Equation (4.5), we observe that at most one solution

for τ2 exist. Therefore, for this system to be hyperbolic we have to find a real τ2

that satisfies Equation (4.5) & Equation (4.6) simultaneously for arbitrary values of

τ1, and determine the system is not defective. If the real τ2 exists but the system is

defective, this system is parabolic. If no real τ2 exists and satisfies Equation (4.5)

& Equation (4.6) simultaneously for arbitrary real τ1, this system is elliptic. There

are three possibilities for τ1.

1. When

τ1 = εryz/ε
r
xz, (4.7)

then for Equation (4.5) to hold we must have

τ1 =
(εryy − εrxx)± ((εryy − εrxx)2 + 4εr2xy)

1/2

2εrxy
. (4.8)

Now unless the strains are such that the RHS of Equation (4.7) and Equation
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(4.8) are the same, we have found a value of τ1 for which no real value of τ2

will ensure that the det(A+ τ1B + τ2C) = 0.

2. When

τ1 = εiyz/ε
i
xz, (4.9)

we obtain a similar constraint on the strains from Equation (4.6).

3. When (εrxzτ1 − εryz) 6= 0 and (εixzτ1 − εiyz) 6= 0, from Equation (4.5) we have

τ2 = −
(
εrxyτ

2
1 + (εrxx − εryy)τ1 − εrxy

)2

(εrxzτ1 − εryz)
(4.10)

and from Equation (4.6) we have

τ2 = −
(
εixyτ

2
1 + (εixx − εiyy)τ1 − εixy

)2

(εixzτ1 − εiyz)
. (4.11)

Once again for this to be true we require a special condition on the strain field.

Therefore, we can conclude that the system is elliptic in most cases, but can

be hyperbolic or parabolic if the strain field satisfies certain restrictive boundary

conditions.

Single displacement field with boundary data available only for µ Since

the boundary data for p is not available in this situation, we take curl of Equation

(4.1) to eliminate the pressure term and arrive at

∇× (∇ · (2µε)) = 0 (4.12)

expressed in indicial notation as,

ekεklm∂l(2µ,jεmj + 2µεmj,j) = 0, (4.13)
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where ek are the coordinate vector fields and εklm is the Levi-Civita symbol, that is

εklm =


+1 if (k, l,m) is (1, 2, 3), (3, 1, 2) or (2, 3, 1),

−1 if (k, l,m) is (1, 3, 2), (3, 2, 1) or (2, 1, 3),

0 if k = l or l = m or m = k.

(4.14)

Equation (4.13) gives us a system of three equations for a single unknown,

that is shear modulus µ:

εyz(µ,yy − µ,zz) +
(
εxzµ,xy + (εzz − εyy)µ,yz + (−εxy)µ,xz

)
+
(

(εxz,y − εxy,z)µ,x + (εyz,y + εzj,j − εyy,z)µ,y + (εzz,y − εzy,z − εyj,j)µ,z
)

+(εzj,jy − εyj,jz)µ+ d1 = 0 (4.15)

εxz(µ,zz − µ,xx) +
(

(−εyz)µ,xy + εxyµ,yz + (εxx − εzz)µ,xz
)

+
(

(εxx,z − εxz,x − εzj,j)µ,x + (εxy,z − εyz,x))µ,y + (εxz,z + εxj,j − εzz,x)µ,z
)

+(εxj,jz − εzj,jx)µ+ d2 = 0 (4.16)

εxy(µ,xx − µ,yy) +
(

(εyy − εxx)µ,xy − εxzµ,yz + εyzµ,xz

)
+
(

(εyx,x + εyj,j − εxx,y)µ,x + (εyy,x − εxy,y − εxj,j)µ,y + (εyz,x − εxz,y)µ,z
)

+(εyj,jx − εxj,jy)µ+ d3 = 0. (4.17)

Two displacement fields with limited data available only for µ Here we

assume that two displacement fields are given and thus we rewrite Equations (4.15)-

(4.17) for each displacement field

a1(µ,yy − µ,zz) +
(
b1µ,xy + c1µ,yz + d1µ,xz

)
+
(
e1µ,x + f1µ,y + g1µ,z

)
+ h1µ+ k1 = 0 (4.18)

a2(µ,zz − µ,xx) +
(
b2µ,xy + c2µ,yz + d2µ,xz

)
+
(
e2µ,x + f2µ,y + g2µ,z

)
+ h2µ+ k2 = 0 (4.19)

a3(µ,xx − µ,yy) +
(
b3µ,xy + c3µ,yz + d3µ,xz

)
+
(
e3µ,x + f3µ,y + g3µ,z

)
+ h3µ+ k3 = 0 (4.20)
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and

a4(µ,yy − µ,zz) +
(
b4µ,xy + c4µ,yz + d4µ,xz

)
+
(
e4µ,x + f4µ,y + g4µ,z

)
+ h4µ+ k4 = 0 (4.21)

a5(µ,zz − µ,xx) +
(
b5µ,xy + c5µ,yz + d5µ,xz

)
+
(
e5µ,x + f5µ,y + g5µ,z

)
+ h5µ+ k5 = 0 (4.22)

a6(µ,xx − µ,yy) +
(
b6µ,xy + c6µ,yz + d6µ,xz

)
+
(
e6µ,x + f6µ,y + g6µ,z

)
+ h6µ+ k6 = 0. (4.23)

Equations (4.18)-(4.20) are from the first displacement field and Equations (4.21)-

(4.23) are from the second displacement field. The coefficients aj, · · · kj are functions

of the displacement components and their derivatives. In the following calculations

we shall keep introducing new coefficients aj, · · · kj to keep the notation simple.

Totally, given two displacement fields, we have six equations for the three-

dimensional time-harmonic viscoelasticity problem. We observe that four terms

that contain z-derivatives of µ appear in these equations, that is µ,z, µ,xz, µ,yz, µ,zz.

Hence, we can expect to get two independent equations only involving x- and y-

derivatives, These partial differential equations, when restricted to the xy plane

have the same form of the PDEs that we have considered for the two-dimensional

plane strain problem in Section 3.1.2. According to the analysis in that section, we

know that eight real-valued constants are required to guarantee a unique solution

to this problem. For the 3D inverse problem, once we assume that we know these

eight constants, we can solve for µ in xy plane. Thereafter we use the remaining

four equations involving z-derivatives of µ to calculate µ,z. With this we obtain

sufficient Cauchy data in any 2D plane, which is parallel to xz or yz plane. In this

way we can determine the shear modulus in the entire 3D volume. In what follows,

we carry out these steps in detail.

To get at the two equations involving only x- and y-derivatives, we start

from Equations (4.20) and (4.23). We express µ,xz, µ,yz in terms of x-, y-, z-

derivatives, eliminate the term µ,z and finally get two equations only involving x-
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and y-derivatives. To this end, first we take a4 × (4.18)− a1 × (4.21) to get

(
b7µ,xy + c7µ,yz + d7µ,xz

)
+
(
e7µ,x + f7µ,y + g7µ,z

)
+ h7µ+ k7 = 0. (4.24)

Similarly, we calculate a5 × (4.19)− a2 × (4.22) to obtain

(
b8µ,xy + c8µ,yz + d8µ,xz

)
+
(
e8µ,x + f8µ,y + g8µ,z

)
+ h8µ+ k8 = 0. (4.25)

From Equations (4.24) and (4.25), we solve for µ,xz and µ,yz

µ,xz = F1(µ,xy, µ,x, µ,y, µ,z, µ) (4.26)

µ,yz = F2(µ,xy, µ,x, µ,y, µ,z, µ). (4.27)

We substitute Equations (4.26) and (4.27) into Equations (4.20) and (4.23) to obtain

a9(µ,xx − µ,yy) + b9µ,xy +
(
e9µ,x + f9µ,y + g9µ,z

)
+h9µ+ k9 = 0 (4.28)

a10(µ,xx − µ,yy) + b10µ,xy +
(
e10µ,x + f10µ,y + g10µ,z

)
+h10µ+ k10 = 0. (4.29)

Next we shall eliminate µ,z. To do this, we first take a2 × (4.18) + a1 × (4.19)

to eliminate µ,zz, replace µ,xz, µ,yz by terms involving µ,xy, µ,x, µ,y, µ,z, µ (Equations

(4.26) and (4.27)) and then arrive at

a11(µ,xx − µ,yy) + b11µ,xy +
(
e11µ,x + f11µ,y + g11µ,z

)
+h11µ+ k11 = 0. (4.30)

We solve the above equation for µ,z

µ,z = F3(µ,xx, µ,yy, µ,xy, µ,x, µ,y, µ). (4.31)
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Finally, we substitute Equation (4.31) into Equations (4.28) and (4.29) to obtain

a12(µ,xx − µ,yy) + b12µ,xy + e12µ,x + f12µ,y + h12µ+ k12 = 0 (4.32)

a13(µ,xx − µ,yy) + b13µ,xy + e13µ,x + f13µ,y + h13µ+ k13 = 0. (4.33)

We note that the equation system (4.32)-(4.33) above, when restricted to the xy

plane, coincides with the equation system (3.14)-(3.15) for the two-dimensional plane

strain problem with two measured displacement fields.

We know from the analysis in Section 3.1.2 that with up to eight real-valued

data for µ we are able to solve the 2D plane strain problem for a unique solution

of µ. Hence, given up to eight real-valued data for µ in the xy plane, we are able

to solve the equation system (4.32)-(4.33) and obtain a unique solution for µ in xy

plane, that is

µ(x, y, 0) = µ̄(x, y). (4.34)

We substitute the above equation into Equation (4.31) to solve for µ,z

µ,z(x, y, 0) = F3(µ̄,xx, µ̄,yy, µ̄,xy, µ̄,x, µ̄,y, µ̄). (4.35)

Now we have known µ in xy plane and its z derivative. In the following we

shall show how to solve for the shear modulus µ in the entire 3D volume. To this

end, let’s consider any plane parallel to the xz plane, say y = const. (see Figure

4.1). Following the same procedure as above, we can obtain two PDEs like Equation

(4.32) and Equation (4.33), but containing x- and z-derivatives, instead of x- and

y-derivatives:

a14(µ,xx − µ,zz) + b14µ,xz + e14µ,x + f14µ,z + h14µ+ k14 = 0 (4.36)

a15(µ,xx − µ,zz) + b15µ,xz + e15µ,x + f15µ,z + h15µ+ k15 = 0. (4.37)

Following the derivation in Section 3.1.2, these form a set of hyperbolic PDEs for

µ = [µr, µi]. Thus with Cauchy data known on a curve C, in this case along
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y = const.&z = 0, we can determine µ anywhere in this plane. This Cauchy data

is given by Equation (4.34) and Equation (4.35). Therefore, by translating the

y = const. plane along the y direction we can fill up the entire space.

Figure 4.1: A construction to examine the uniqueness of the 3D time-
harmonic viscoelasticity problem with two measured dis-
placement fields. Given two measurements, we can obtain
four equations containing µ,z, µ,xz, µ,yz, µ,zz, and two equations
only involving x- and y-derivatives. These two equations,
when restricted to the xy plane, have the same form of the
PDEs for the 2D plane strain problem with two measure-
ments considered in Section 3.1.2. According to the analy-
sis in this section, up to eight real-valued constants are re-
quired to find a unique solution in the xy plane. Then we can
solve for its z derivatives using Equation (4.35). Thereafter,
we consider any plane parallel to the xz plane. Similarly,
we can obtain two equations like Equation (4.32) and Equa-
tion (4.33), but containing x- and z-derivatives. Thus with
Cauchy data known on the initial curve, in this case along
y = const.&z = 0, we can determine µ anywhere in this plane.
Therefore, by translating this plane along y direction we can
fill up the entire space.

In summary, with two measured displacement fields that satisfy certain condi-

tions of the strains, it is possible to determine µ in a 3D volume from up to eight

pieces of real-valued data.
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4.2 Weak Form: Complex Adjoint Weighted Equations

We note that the 3D time-harmonic viscoelasticity problem with one or more

displacement fields satisfies the unified equation proposed in Section 3.1.3. Thus the

complex adjoint weighted equations (CAWE) formulation developed for the unified

equation and its properties work for the 3D problem. For completeness and easy

referral, we state the CAWE formulation and the analysis of its properties here.

4.2.1 Problem Formulation

For multiple loadings, we define µ = [(µ, p(1), p(2), · · · , p(Nloadings))] and Nloadings

indexes the total number of the loading conditions. Hence µ1 = µ, µ2 = p(1), · · · ,
µNloadings+1 = p(Nloadings). The CAWE formulation for the 3D inverse problem with

multiple measurements is given by: find µ ∈ S such that

b(w,µ) = l(w) ∀w ∈ V , (4.38)

where

b(w,µ) =

Nloadings∑
l=1

Nparams∑
m=1

b(l)(wm,µ) (4.39)

l(w) =

Nloadings∑
l=1

Nparams∑
m=1

l(l)(wm) (4.40)

b(l)(wm,µ) =
(
A(m,l)∇wm,∇ ·

Nparams∑
n=1

(A(n,l)µn)
)

(4.41)

l(l)(wm) = −(A(m,l)∇wm,f (l)) (4.42)

and

f (l) = ρω(l)2u(l). (4.43)

Here l indexes the loading conditions, and Nparams = Nloadings + 1, is the number of

parameters.
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The weighting function space V and the trial solution space S are defined as

V = {(w, q)|w, q ∈ H1(Ω)} (4.44)

S = {(u, p)|u, p ∈ H1(Ω)}. (4.45)

The space V and S differ from each other on the basis of the boundary conditions

specified on µ and p. Since these may change depending on the problem type, they

are not specified here.

For example, when Nloadings = 2, we have µ = (µ, p(1), p(2)), the corresponding

weighting function w = (w, q(1), q(2)). The CAWE for the problem is given by: find

µ ∈ S such that

b(w,µ) = l(w) ∀w ∈ V . (4.46)

Here

b(w,µ) =
(

2ε(1)∇w − 1∇q(1), ∇ · (2ε(1)µ− 1p(1))
)

(4.47)

+
(

2ε(2)∇w − 1∇q(2), ∇ · (2ε(2)µ− 1p(2))
)

l(w) = −(2ε(1)∇w − 1∇q(1), ρω(1)2u(1)) (4.48)

− (2ε(2)∇w − 1∇q(2), ρω(2)2u(2)).

4.2.2 Analysis of CAWE Formulation

We now make three assumptions on the measured data that determine the

well-posedness of the CAWE formulation.

(i) The CAWE bilinear form provides a natural norm on V , that we call the A-

norm. Thus we define:

‖w‖2
A ≡

Nparams∑
m=1

Nparams∑
n=1

Nloadings∑
l=1

(
A(m,l)∇wm,A(n,l)∇wn

)
(4.49)

≡ (∇w,A∇w) > 0 ∀w ∈ V , (4.50)

where [∇w]mi = ∂wm

∂xi
, and Amnjk =

∑
i

∑
l

A
∗(m,l)
ij A

(n,l)
ik .
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To call this a norm, we assume that

‖w‖2
A = 0⇔ w = 0 inΩ. (4.51)

This happens when A is positive definite and V is such that a constant w is

ruled out. We note it is not easy to postulate conditions on A(m,l) and hence

u(n), to determine when this will be the case. We also note that when A

is positive definite, the A-norm is analogous to an H1 semi-norm on V , and

equivalent to the H1 norm on V in many practical cases.

(ii) Let

q(w) =

Nparams∑
m=1

Nparams∑
n=1

Nloadings∑
l=1

(
wm∇ ·A(m,l), wn∇ ·A(n,l)

)
. (4.52)

We assume that there exists a constant CA
p <∞ such that

q(w) 6 C‖w‖2
A ∀C > CA

p . (4.53)

This is a generalization of Poincare inequality and will hold for small ∇·A(m,l).

(iii) We assume the A-norm is bounded by the H1 norm on V . That is, there exists

a finite, positive constant C satisfying

‖w‖A 6 C‖w‖1. (4.54)

This implies that the Largest eigenvalue of A is bounded. When the data is

such that all the conditions above are satisfied we can prove the coercivity of

the CAWE formulation.
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CAWE Stability We now examine coercivity of b(·, ·):

b(w,w) =

Nparams∑
m=1

Nparams∑
n=1

Nloadings∑
l=1

(
A(m,l)∇wm,∇ · (A(n,l)wn)

)
= ‖w‖2

A +

Nparams∑
m=1

Nparams∑
n=1

Nloadings∑
l=1

(
A(m,l)∇wm, (∇ ·A(n,l))wn

)
.(4.55)

For any ε > 0

Nparams∑
m=1

Nparams∑
n=1

Nloadings∑
l=1

(
A(m,l)∇wm, (∇ ·A(n,l))wn

)
> − ε

2
‖w‖2

A −
1

2ε
q(w). (4.56)

To prove the inequality above, let’s look at

‖ε1/2
Nparams∑
m=1

A(m,l)∇wm + ε−1/2(

Nparams∑
m=1

∇ ·A(m,l))wm‖2 ≥ 0. (4.57)

Setting x(l) =

Nparams∑
m=1

A(m,l)∇wm and y(l) = (

Nparams∑
m=1

∇ ·A(m,l))wm arrives at

‖ε1/2x(l) + ε−1/2y(l)‖2 ≥ 0 (4.58)

⇒ (ε1/2x(l) + ε−1/2y(l), ε1/2x(l) + ε−1/2y(l)) ≥ 0 (4.59)

⇒ ‖ε1/2x(l)‖2 + ‖ε−1/2y(l)‖2 + 2(x(l), y(l)) ≥ 0 (4.60)

⇒ (x(l), y(l)) ≥ − ε
2
‖x(l)‖2 − 1

2ε
‖y(l)‖2. (4.61)

Summing over l,

∑
l

(x(l), y(l)) ≥ − ε
2

∑
l

‖x(l)‖2 − 1

2ε

∑
l

‖y(l)‖2. (4.62)

Then we have the desired result.
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Using (4.56) in (4.55) gives

b(w,w) > (1− ε

2
)‖w‖2

A −
1

2ε
q(w) (4.63)

>
[
1− ε

2
− 1

2ε
CA
p

]
‖w‖2

A (4.64)

= C1‖w‖2
A, (4.65)

where C1 is in the brackets in (4.64); setting ε =
√
CA
p gives

C1 = 1−
√
CA
p . (4.66)

Note, we have stability for CA
p < 1.

CAWE Uniqueness Suppose µ1 and µ2 both satisfy Equation (4.38). Let v =

µ1 − µ2 ∈ V . Then according to the bi-linearity of b(·, ·), we have

b(w,v) = 0 ∀w ∈ V . (4.67)

Since v ∈ V , we may choose w = v to find b(v,v) = 0. By the coercivity of b(·, ·),
we conclude that v = 0, and hence µ1 = µ2. That is, the solution of Equation

(4.38) is unique.

4.3 Numerical Approximation

We use a straightforward finite element discretization of the CAWE formu-

lation. We approximate the infinite dimensional spaces by their finite dimensional

counterparts Vh ⊂ V and Sh ⊂ S by using the standard piecewise constant finite

element shape functions. The statement of this method is: find µh ∈ Sh such that

b(wh,µh) = l(wh) ∀wh ∈ Vh. (4.68)

Since Sh ⊂ S the continuous solution µ also satisfies (4.68). That is

b(wh,µ) = l(wh) ∀wh ∈ Vh. (4.69)
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Next we prove that our numerical solution converges at optimal rates to the exact

solution under the restrictions of Section 4.2. Denote the Galerkin discretization

error by e = µ− µh. Then e satisfies

b(wh, e) = 0 ∀wh ∈ Vh. (4.70)

We split the error e = η + eh, where η = µ − µi and eh = µi − µh. Here µi is

the best approximation to µ in the space Vh, η is the interpolation error. Then by

linearity of b(·, ·) we have:

b(wh, e) = b(wh,η + eh) = b(wh,η) + b(wh, eh) = 0 ∀wh ∈ Vh. (4.71)

Thus,

|b(wh, eh)| = |b(wh,η)| ∀wh ∈ Vh. (4.72)

Select wh = eh in the equation above to get:

b(eh, eh) = |b(eh,η)|. (4.73)

By continuity of b(·, ·) [c.f.[33]], we have

|b(eh,η)| 6 C2‖eh‖A‖η‖A. (4.74)

By coercivity of b(·, ·), we have

b(eh, eh) > C1‖eh‖2
A. (4.75)

Equations (4.73) - (4.74) give

C1‖eh‖2
A 6 C2‖eh‖A‖η‖A. (4.76)
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Therefore,

‖e‖A = ‖η + eh‖A (4.77)

6 ‖η‖A + ‖eh‖A triangle inequality (4.78)

6 (1 +
C2

C1

)‖η‖A by(4.76) (4.79)

6 (1 +
C2

C1

)C‖η‖1 by(4.54) (4.80)

6 C3h
p. by interpolation estimate (4.81)

Here h represents the element size and p is the polynomial order of completeness of

functions in Vh.

4.3.1 MR Measured Data

We now test the performance of the CAWE for the three-dimensional inverse

viscoelasticity problem using a displacement field measured using MRI. This data

was collected in a tissue-mimicking gelatin phantom and the experiment was con-

ducted at the Mayo clinic [42, 43]. The experimental setup is described in detail in

Section 2.4.3. For the three-dimensional data the displacements were measured at

four instances, hence the dimension of the data is 256× 256× 16× 4 (y× x× z× t)
with a mesh size of 0.6275 mm × 0.6275 mm × 2 mm (dy × dx × dz). In each xy

plane no signal exists near the border and thus we work with a reduced image with

dimensions 200 × 160 pixels (y × x). In the z-direction we choose the five central

imaging planes, from the fourth to the eighth, among the 16 planes available. This

choice is motivated by the fact that the quality of the outer planes is not good

enough to use. In the outer planes the signal does not exist or part of them exist.

These seven planes are centered about the 6th plane, which is also the center of the

phantom in the experimental setup. Therefore, the final dimensions of the domain

of interest are 200× 160× 5× 4 pixels (y × x× z × t).
We take the Fourier transform of the displacement data into the frequency

domain and extract displacement at the driving frequency, ω = 2π × 300 rad/s.

Then we scale the x, y, z-displacement components by the maximum magnitude of

the dominant displacement component, that is the z-component, in the volume of
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interest such that the maximum magnitude of the dominant component is 1. The

density of the gelatin is ρ = 10−3 g/mm3.

Next, we smooth the displacement data in each imaging plane using a quadratic

least squares filter that was used for the anti-plane shear case in Section 2.4.3. We

do not use a three-dimensional quadratic least squares filter to smooth the displace-

ment data in the entire 3D volume, since we find that the window size in z direction

cannot be larger than one. Otherwise some of the detail of the phantom is lost.

Hence, we choose a window size of 5 × 5 × 1 (y × x × z). Once the smooth have

been determined, we evaluate the x and y derivatives (needed to compute strains)

by differentiating the expression for the filtered field. For the z derivative we use a

mid point rule. Since this filter is a ”centered” type of filter we do not apply it to

the two pixels nearest to any edge in the xy plane. Also, by evaluating derivatives

in the z− direction using a central difference formula we loose two planes in this

direction. As a result our final imaging domain is 196× 156× 3 (y × x× z).

We prescribe the boundary data for the shear modulus on surfaces that are

parallel to the z axis to be 20.+ i0.5 KPa. This value is estimated by fitting a plane

wave to the z-component of the displacement in the homogeneous region of one of

the x− y planes. This is described in detail in Section 2.4.3. We also fix the value

of the pressure at the origin to get a unique distribution of the pressure.

We utilize the boundary data, and the smoothed displacement and strain fields

in the CAWE formulation to recover the complex-valued shear modulus. In partic-

ular, we consider imposing boundary data weakly through penalty terms. Further-

more, we append to the CAWE formulation the total variation diminishing (TVD)

regularization to improve the performance of the CAWE formulation in the presence

of noise. In order to simplify the notation we suppress the superscript h. The final
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version of our formulation is : Find µ ∈ S such that

b(w,µ) + γ1Re{(w1, µ− µ̄)Γg}

+ γ2Re{w2(x0)(p(1)h(x0)− p̄(1)h(x0))}

+ γ3Re{w3(x0)(p(2)h(x0)− p̄(2)h(x0))}

+ α1Re{
(
∇wr1,

∇µr√
|∇µr|2 + β2

)
}

+ α2Re{
(
∇wi1,

∇µi√
|∇µi|2 + β2

)
}

+ α3Re{
(
∇wr2,

∇p(1)r√
|∇p(1)r|2 + β2

)
}

+ α4Re{
(
∇wi2,

∇p(1)i√
|∇p(1)i|2 + β2

)
}

+ α5Re{
(
∇wr3,

∇p(2)r√
|∇p(2)r|2 + β2

)
}

+ α6Re{
(
∇wi3,

∇p(2)i√
|∇p(2)i|2 + β2

)
}

= l(w) ∀w ∈ V , (4.82)

where αj are the regularization parameters, β is a parameter selected to ensure

that the regularization term is continuous when ∇µr = 0, ∇µi = 0, ∇p(1)r = 0,

∇p(1)i = 0, ∇p(2)r = 0 or ∇p(2)i = 0. γj are penalty parameters for imposing the

weak boundary conditions, and (·, ·)Γg denotes the L2 inner product over the portion

of the boundary where data for µ is prescribed. The reconstruction was performed

on mesh of regular hexahedral elements with the same grid points that were used

for measuring displacements. The displacements and strains were interpolated using

the standard C0 finite element shape functions, while the derivatives of strains were

evaluated by differentiating the strains within each element. Only the real part of

the shear modulus was recovered since the imaginary part of the shear modulus is

much smaller compared to the real part of the shear modulus.

Figure 4.2 shows the displacement components in the volume of interest at

the driving frequency. From left to right, we show the displacement components in

the 5th, 6th and 7th imaging (xy) planes. From top to bottom we show displace-
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ment components in the x, y and z directions. We observe that the displacement

components display very little variation and that the dominant component in the z-

direction, which coincides with the direction of external excitation. Given this, and

the fact that the material properties of the phantom do not vary in the z-direction,

we note that an ”out-of-plane shear” state is a good approximation for this prob-

lem. This was seen in Chapter 2, where reasonable accurate reconstructions were

obtained while making use of this assumption. We also note that in the z plots the

effect of an inhomogeneity located at toward the top-center region of the phantom

is clearly seen.

Figure 4.3 - Figure 4.5 show the reconstructions of the real part of the shear

modulus in the three-dimensional volume. We present the results in each imaging

plane. We observe that the shape and the location of the large inclusion in each

imaging plane is recovered. The value of the shear modulus in the large inclusion

is also well estimated. The experimental value is reported to be 130 KPa in the

inclusion and 20 KPa in the background. However in Figure 4.4 and Figure 4.5

the results are dominated by artifacts making the detection of the small inclusion

difficult. This inclusion is supposed to be located at toward the bottom-center

region of the region as shown in Figure 4.3, and has a shear modulus value equal to

130 KPa. In Figure 4.3, although significant artifacts are also present, especially

near the large inclusion, the small inclusion is visible. The exact contrast in the

real part of the shear modulus between the small inclusion and the background is

6.5 : 1, while in the reconstruction the contrast is underestimated and is around

2.5 : 1. We also notice that the artifacts in all the images are in the form of wavy

variations and the amplitude of some variations is about the same as the value

of the real part of the shear modulus. This is indicative of a high level of noise.

Further, recognizing that for the same problem in Section 2.4.3 we were able to

produce much more accurate reconstructions while making use of data only in the

xy plane, we believe that the dominant source of noise is the calculation of strains

in the z-direction. To accomplish this we have relied on a simple midpoint rule, and

have utilized only three imaging planes. This could be improved by including more

imaging planes and a more accurate approach to estimating strains. Another way
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to improve the reconstruction is to impose incompressibility when we smooth the

displacement data.

4.4 Chapter Summary

We have considered the inverse problem of three-dimensional time-harmonic

incompressible isotropic viscoelasticity. We have characterized this problem and

proved the uniqueness of its solution in three situations. We conclude that the data

required to obtain a unique solution depends on the number of available measure-

ments. When a single displacement field is given, the problem is elliptic in most

cases but can be hyperbolic in some select cases. The use of multiple measurements

reduces the need for boundary data significantly. When two displacement fields are

available, only eight real-valued constants are needed to determine the complex val-

ued shear modulus uniquely, and two real-valued constants for each pressure field

are required to estimate the complex valued pressure uniquely.

In order to solve this inverse problem, we extended the CAWE formulation de-

veloped in Section 3.2 to the three-dimensional time-harmonic viscoelasticity prob-

lem. We appended the total variation diminishing (TVD) regularization to the

CAWE formulation to in order to handle the effect of noise while preserving the

sharpness of changes at the interface of two different materials.

We considered a simple finite element discretization of the regularized CAWE

formulation and tested the performance of this algorithm on experimental data.

The ”exact” solution comprised of two inclusion of diameters 16 mm and 3 mm

and shear modulus 130 KPa, respectively, embedded in a homogeneous material

with a shear modulus of 20 KPa. The algorithm performed well in detecting the

location and shape of the large inclusion. The value of the shear modulus in the large

inclusion was also estimated well. However significant artifacts present in the result.

These made the detection of the smaller inclusion harder. When compared with the

reconstructions for the out-of-plane case in Chapter 2, this indicated that the source

of these errors was the inaccurate calculation for the strains in the z-direction.



99

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4.2: 3D displacement data with the dimension of 196× 156× 3(y×
x × z). Left: 5th imaging plane; Middle: 6th imaging plane;
Right: 7th imaging plane. Top: x component; Middle: y
component; Bottom: z component.
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(a)

Figure 4.3: Reconstruction of the real part of the shear modulus in
the 5th plane from MR measured data using CAWE (α1 =
1.9e8, α2 = 5e11, αj = 0 (j = 3, · · · , 6), β = 1.0, γj = 1.0e5).
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(a)

Figure 4.4: Reconstruction of the real part of the shear modulus in
the 6th plane from MR measured data using CAWE (α1 =
1.9e8, α2 = 5e11, αj = 0 (j = 3, · · · , 6), β = 1.0, γj = 1.0e5).
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(a)

Figure 4.5: Reconstruction of the real part of the shear modulus in
the 7th plane from measured MR data using CAWE (α1 =
1.9e8, α2 = 5e11, αj = 0 (j = 3, · · · , 6), β = 1.0, γj = 1.0e5).



CHAPTER 5

Conclusions

In this dissertation, we have considered the inverse problem of determining the

spatial distribution of the complex-valued shear modulus within an incompressible

linear viscoelastic solid undergoing infinitesimal, time-harmonic deformation, from

the knowledge of one and two displacement fields in its interior.

The governing equations of the inverse problem are the 3D time-harmonic vis-

coelastic equations. We started our work in Chapter 2, studying on a simplified

mathematical model, named the scalar Helmholtz equation. The two-dimensional

problems of anti-plane shear with two displacement fields and plane stress with a

single displacement field are required to satisfy two independent scalar Helmholtz

equations. We have analyzed the strong form of this simplified mathematical model

and found that it requires relatively strong restrictions on measured data which

are challenges for noisy measurements. We have addressed this issue by develop-

ing a novel, weak formulation of the original partial differential equations (PDE),

which is obtained by weighting the original PDE by its adjoint operator acting on

the complex-conjugate of the weighting function. We termed this formulation the

complex adjoint weighted equation (CAWE). We have proved that the solutions of

the CAWE formulation exists and is unique under much milder conditions on the

measured data. We then implemented a simple, straightforward discretization of

the CAWE formulation and tested it on synthetically generated data and experi-

mentally, either ultrasound-measured or magnetic resonance-measured data. In this

regard, we have found that it is less diffusive than the corresponding least squares

weak formulation and can recover the complex-valued shear modulus fairly well.

In Chapter 3, we have considered the inverse problem of plane strain. The

assumptions leading the 3D time-harmonic viscoelasticity to this simplified mathe-

matical model are different compared to the scalar Helmholtz model. In the plane

strain case, the pressure term remains in the equation and is an unknown to recover,

while in the scalar Helmholtz model the pressure is either eliminated or ignored. We

103
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have examined the uniqueness of this problem. We concluded that with a single dis-

placement field, the type of the problem depends on the strain field. It could be

hyperbolic or elliptic. Further, we have investigated the inverse problem of plane

strain with two measurements and have found that the need for boundary data is

significantly reduced and the dimension of the boundary data is only eight for the

complex-valued shear modulus. Thereafter We described a unified equation for one

ore more measurements and proposed the CAWE formulation of this unified equa-

tion. We have proved that the CAWE formulation is well-posedness under some

conditions on the measured data. We have examined performance of the CAWE

formulation by solving the inverse problem, where the displacement data was gener-

ated by Abaqus and the complex-valued shear modulus was sought. Then we added

Gaussian white noise to the synthetic displacement data such that the strains were

of 20% noise and then tested the formulation on it. We have considered appending

to the CAWE formulation the total variation diminishing to improve its performance

in the presence of noise. We have found that the regularized CAWE formulation

has good ability to detect the inclusion with reasonably accurate values.

In Chapter 4, we have extended the CAWE formulation to the three dimen-

sional time-harmonic viscoelasticity problems. We have analyzed the problem and

concluded that with a single measurement the problem could be either an elliptic

problem or a hyperbolic problem. We have found that with two measurements the

problem changes to be purely hyperbolic. We have examined the uniqueness of the

three dimensional time-harmonic viscoelasticity problem and found that with two

measurements, the dimension of the boundary data to obtain a unique solution for

the shear modulus is eight. We have presented and validated the CAWE formulation

of this problem by solving for the shear modulus from magnetic resonance data. We

have considered the use of the TVD regularization and have observed that the reg-

ularized CAWE formulation performs well in detecting the shape and the location

of the large inclusion as well as the value of the real part of the shear modulus in

the large inclusion. We have also recovered the small inclusion, which is of 3 mm

diameter. However the significant artifacts in the result makes the small inclusion

undetectable. We have analyzed it and attributed it to the inaccurate calculation
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for the strains in the z direction.

Future work comprises the application of the CAWE formulation on more

experimental data with different experimental setups and imaging techniques. Fur-

thermore, it is still a challenge to reconstruct the imaginary part of the shear mod-

ulus once the ratio of the imaginary part of the shear modulus to the real part of

the shear modulus is very low.
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APPENDIX A

Compatibility Conditions of Two Displacement Fields

Equations for µ are

a(i) · ∇µ+ µ∇ · a(i) + f (i) = 0, i = 1, 2. (A.1)

Multiplying these by a(i)∗ and adding the resulting equations we arrive at

A · ∇µ+ aµ+ f = 0. (A.2)

The solution to this equation is given by the sum of a homogeneous and a particular

part µ = µh + µp, where the equation for µh is

∇µh +A−1aµh = 0. (A.3)

We write µp = µhg, which yields the following equation for g,

∇g +
A−1f

µh
= 0. (A.4)

The solution to (A.3) and (A.4) yields

µh(x) = µ0 exp(−
∫ x
xp

A−1(x′)a(x′) · dx′) (A.5)

µp(x) = −µh(x)

∫ x
xp

A−1(x′)f(x′)

µh(x′)
· dx′. (A.6)

Taking the curl of (A.3) yields the compatibility condition for µh to exist, viz.,

∇× (A−1a) = 0. (A.7)

Taking the curl of (A.4) and eliminating µh using (A.3) yields the following
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compatibility condition for µp to exist

C : ∇(A−1f) + (A−1f) ·C(A−1a) = 0, (A.8)

where C =

 0 1

−1 0

.



APPENDIX B

Uniqueness Proof for Hyperbolic System of Second Order

In the following we prove the uniqueness of the solution to the second-order hyper-

bolic system

u,yy − u,xx − a′1u,y − b′1u,x − c′1u− d′1v,y − e′1v,x − f ′1v = 0 (B.1)

v,yy − v,xx − a′2u,y − b′2u,x − c′2u− d′2v,y − e′2v,x − f ′2v = 0. (B.2)

Let γ be a triangle region of the xy plane bounded by an initial curve AB which is

nowhere characteristic, and by the two characteristic lines PA (x− y = const.) and

PB (x+ y = const.) (Figure B.1). Our object is to show: in the hyperbolic system

(B.1) and (B.2), if u, v and their derivatives u,x, u,y, v,x, v,y vanish on AB, then u, v

vanish identically in the entire region Γ. To this end we cut off the vertex of our

triangle by means of a straight line y = const., which intersects PA and PB in the

points C and D, obtaining a smaller triangle whose base we denote by Hy, and a

trapezoid Γy. When y = h, Hy is denoted as Hh, and Γy is Γh.

We first note that any point (x, y) in Γ,

u(x, y) =

∫ y

0

uτ (x, τ)dτ (B.3)

v(x, y) =

∫ y

0

vτ (x, τ)dτ ; (B.4)

hence, by Schwarz’s inequality,

u2(x, y) = (

∫ y

0

uτ (x, τ)dτ)2 (B.5)

= (

∫ y

0

(uτ (x, τ) · 1) dτ)2

≤
∫ y

0

u2
τdτ

∫ y

0

12dτ

= y

∫ y

0

u2
τdτ
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Figure B.1: A construction to show that in the hyperbolic system of
second order (B.1) and (B.2), if u, v and their derivatives
u,x, u,y, v,x, v,y vanish on AB, then u, v vanish identically in the
entire region Γ. AB is an initial curve. PA and PB are the
characteristic lines.

and similarly

v2(x, y) ≤ y

∫ y

0

v2
τ (x, τ)dτ. (B.6)

Integrating over Hy, we have∫
Hy

u2(x, y)dx ≤
∫∫

ΓHy

yu2
τ (x, τ)dxdτ

≤ y

∫∫
Γy

u2
τ (x, τ)dxdτ, (B.7)

here ΓHy is the rectangle as shown in the figure. Its area is less than the area of

the trapzoid Γy. Since the integrand is non-negative, the second inequality is true.

Similarly ∫
Hy

v2(x, y)dx ≤ y

∫∫
Γy

v2
τ (x, τ)dxdτ. (B.8)



116

Integrating (B.7) from y = 0 to y = h, we have

∫∫
Γh

u2(x, y)dxdy ≤
∫ h

0

[
y

∫∫
Γy

u2
τ (x, τ)dxdτ

]
dy (B.9)

≤
∫ h

0

[
h

∫∫
Γh

u2
τ (x, τ)dxdτ

]
dy (B.10)

≤ h2

∫∫
Γh

u2
τ (x, τ)dxdτ (B.11)

≤ h2

∫∫
Γh

(u2
τ + u2

x)dxdτ. (B.12)

Inequality (B.10) is true because y ≤ h, the region of Γy is less than the region of

Γh, and the integrand is non-negative. Inequality (B.12) comes out by adding one

non-negative term u2
x into the integrand. Similarly∫∫

Γh

v2(x, y)dxdy ≤ h2

∫∫
Γh

(v2
τ + v2

x)dxdτ. (B.13)

Now define an ’energy integral’

E(h) =

∫
Hh

(u2
,x + u2

,y) + (v2
,x + v2

,y)dx (B.14)

and integrate the following indentity over Γh

0 = 2(v,y, L[v]) (B.15)

= 2u,y(u,yy − u,xx − a′1u,y − b′1u,x − c′1u− d′1v,y − e′1v,x − f ′1v)

+2v,y(v,yy − v,xx − a′2u,y − b′2u,x − c′2u− d′2v,y − e′2v,x − f ′2v),

in which v = (u, v) and L[v] is the equation system (B.1) and (B.2). Since

2u,y(u,yy − u,xx) = 2u,yu,yy − 2u,yu,xx

= (u2
,y),y + (u2

,x),y − (2u,xu,y),x,
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the equation (B.15) arrives at

0 = (u2
,x + u2

,y),y − 2(u,xu,y),x − 2a′1u
2
,y − 2b′1u,xu,y (B.16)

−2c′1uu,y − 2d′1v,yu,y − 2e′1v,xu,y − 2f ′1vu,y

+(v2
,x + v2

,y),y − 2(v,xv,y),x − 2d′2v
2
,y − 2e′2v,xv,y

−2f ′2vv,y − 2a′2u,yv,y − 2b′2u,xv,y − 2c′2uv,y.

Integrate over the region Γh,∫∫
Γh

(
(u2

,x + u2
,y),y − 2(u,xu,y),x

)
+
(
(v2
,x + v2

,y),y − 2(v,xv,y),x
)
dxdy (B.17)

=

∫∫
Γh

(2a′1u
2
,y + 2b′1u,xu,y + 2c′1uu,y + 2d′1v,yu,y + 2e′1v,xu,y + 2f ′1vu,y)dxdy

+

∫∫
Γh

(2d′2v
2
,y + 2e′2v,xv,y + 2f ′2vv,y + 2a′2u,yv,y + 2b′2u,xv,y + 2c′2uv,y)dxdy.

By the divergence theorem, the left hand side of the above equation can be written

as ∫
γh

(
(u2

,x + u2
,y)yν − 2(u,xu,y)xν

)
+
(
(v2
,x + v2

,y)yν − 2(v,xv,y)xν
)
ds,

where xν , yν denote the outward normals to the boundary γh (i.e. AB+BD+DC+CA).

On the initial curve AB the integrand is zero. On CD we have xν = 0, yν = 1, ds =

dx, so the corresponding part of the boundary integral is E(h). On the characteris-

tic edges BD +CA, x2
ν = y2

ν = 1
2
. The corresponding part of the boundary integral

can, therefore, be written in the form∫
AC+BD

1

yν
[(u,xyν − u,yxν)2 + (v,xyν − v,yxν)2]ds.
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So the equation(B.17) can be written as∫
AC+BD

1

yν

[
(u,xyν − u,yxν)2 + (v,xyν − v,yxν)2

]
ds+ E(h) (B.18)

= 2

∫∫
Γh

[
(a1u

2
,y + b1u,xu,y + c1uu,y) + (d1u,yv,y + e1u,yv,x + f1u,yv)

]
dxdy

+2

∫∫
Γh

[
(d2v

2
,y + e2v,xv,y + f2vv,y) + (a2v,yu,y + b2v,yu,x + c2v,yu)

]
dxdy

= R,

from which we can conclude that

0 ≤ E(h) ≤ R. (B.19)

We estimate the right-hand side of (B.18), observing that 2|u,xu,y| ≤ u2
,x+u

2
,y, 2|uu,y| ≤

u2 +u2
,y, 2|u,yv,y| ≤ u2

,y+v2
,y etc. Using M to denote an upper bound for the absolute

values of the coefficients, we obtain

R ≤
∫∫

Γh

M(8u2
,y + 2u2

,x + 2u2 + 8v2
,y + 2v2

,x + 2v2)dxdy (B.20)

≤ 8M

∫∫
Γh

(u2
,x + u2

,y + u2) + (v2
,x + v2

,y + v2)dxdy. (B.21)

With equations (B.12) and (B.13), the above expression arrives at

R ≤ 8M(1 + h2)

∫∫
Γh

(u2
,x + u2

,y) + (v2
,x + v2

,y)dxdy (B.22)

≤ C

∫ h

0

E(y)dy = C

∫ h

0

E(α)dα, (B.23)

where C = 8M(1 + h2). If ∀l such that l > h, we have

E(h) ≤ R ≤ C

∫ h

0

E(α)dα ≤ C

∫ l

0

E(α)dα. (B.24)
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Integrating this relation with respect to h between the limites 0 and l, we have

∫ l

0

E(h)dh ≤ Cl

∫ l

0

E(h)dh. (B.25)

If E(h) were not zero anywhere in the interval 0 ≤ h ≤ l, then it would follow that

1 ≤ Cl (B.26)

which is clearly impossible if we choose l < 1/C. Hence in the interval 0 < h < l we

certainly have E ≡ 0. Here l < 1/C. When l > 1/C, it is not necessary to require

E = 0. Repeating the procedure with y = l, y = 2l, . . . as initial lines, we see after a

finite number of steps that E vanishes in the whole triangle Γ; therefore u, v vanish

at the point p.



APPENDIX C

Elimination of Dependence on µi

In the following, we shall remove the terms µi and its derivatives, and thus obtain

an ordinary differential equation for µr. To do so, we first introduce µ = µr + iµi

into the above equation and get

ar13∂xxxxµ
r − ai13∂xxxxµ

i + br13∂xxxµ
r − bi13∂xxxµ

i + · · ·+ f r13 = 0 (C.1)

ai13∂xxxxµ
r + ar13∂xxxxµ

i + bi13∂xxxµ
r + br13∂xxxµ

i + · · ·+ f i13 = 0. (C.2)

We then take ai13 × (C.2) + ar13 × (C.1) to eliminate ∂xxxxµ
i:

a14∂xxxxµ
r + b14∂xxxµ

r + c14∂xxµ
r + d14∂xµ

r + e14µ
r (C.3)

+f14∂xxxµ
i + g14∂xxµ

i + h14∂xµ
i + k14µ

i + l14 = 0.

To further eliminate ∂xxxµ
i in the above equation, we shall get an additional equation

involving ∂xxxµ
i. To get it, we evaluate f14 × (C.1) + ai11 × ∂x(C.3) to obtain

a15∂x5µ
r + b15∂xxxxµ

r + c15∂xxxµ
r + d15∂xxµ

r + e15∂xµ
r + f15µ

r (C.4)

+g15∂xxxµ
i + h15∂xxµ

i + k15∂xµ
i + l15µ

i +m15 = 0,

and thus we can eliminate ∂xxxµ
i by taking g15 × (C.3)− f14 × (C.4)

a16∂x5µ
r + b16∂xxxxµ

r + c16∂xxxµ
r + d16∂xxµ

r + e16∂xµ
r + f16µ

r (C.5)

+g16∂xxµ
i + h16∂xµ

i + k16µ
i + l16 = 0.

Proceeding, to eliminiate ∂xxµ
i we get another equation involving ∂xxµ

i by taking

g16 × (C.4)− g15 × ∂x(C.5)

a17∂x6µ
r + b17∂x5µ

r + c17∂xxxxµ
r + d17∂xxxµ

r + · · ·+ g17µ
r (C.6)

+h17∂xxµ
i + k17∂xµ

i + l17µ
i +m17 = 0,
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and then eliminate ∂xxµ
i by taking h17 × (C.5)− g16 × (C.6):

a18∂x6µ
r + b18∂x5µ

r + c18∂xxxxµ
r + d18∂xxxµ

r + · · ·+ g18µ
r (C.7)

+h18∂xµ
i + k18µ

i + l18 = 0.

Next, we get another equation involving ∂xµ
i by taking h18 × (C.6)− h17 × ∂x(C.7)

a19∂x7µ
r + b19∂x6µ

r + c19∂x5µ
r + d19∂xxxxµ

r + · · ·+ h19µ
r (C.8)

+k19∂xµ
i + l19µ

i +m19 = 0,

and eliminate ∂xµ
i by taking k19 × (C.7)− h18 × (C.8):

a20∂x7µ
r + b20∂x6µ

r + c20∂x5µ
r + d20∂xxxxµ

r + · · ·+ h20µ
r (C.9)

+k20µ
i + l20 = 0.

We then get another equation involving µi by taking k20 × (C.8)− k19 × ∂x(C.9):

a21∂x8µ
r + b21∂x7µ

r + c21∂x6µ
r + d21∂x5µ

r + · · ·+ k21µ
r (C.10)

+l21µ
i +m21 = 0,

and finally eliminate µi to obtain an eighth order ordinary differential equation for

µr by taking l21 × (C.9)− k20 × (C.10):

a22∂x8µ
r + b22∂x7µ

r + c22∂x6µ
r + d22∂x5µ

r + · · ·+ k22µ
r + l22 = 0. (C.11)
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