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Abstract

We investigate the conditions under which residual-based variational multiscale methods are ad-
joint, or dual, consistent for model hyperbolic and elliptic partial differential equations. In par-
ticular, while many residual-based variational multiscale stabilizations are adjoint consistent for
hyperbolic problems and finite-element spaces, only a few are adjoint consistent for elliptic prob-
lems.
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1. Introduction

Adjoint variables arise in many applications, including output-based error estimation and adap-
tation, inverse problems, and optimization. The equations governing the adjoint variables are
typically obtained using either the differentiate-then-discretize approach or the discretize-then-
differentiate approach [1]. In the former, the adjoint PDE is derived first and then discretized,
while in the latter, the primal PDE and functional are discretized and the adjoint linear system
follows from differentiation of the algebraic equation.

We say the primal problem is dual, or adjoint, consistent if the discretize-then-differentiate
approach leads to a linear system that is equivalent to a consistent discretization of the adjoint
PDE. Discretizations that are adjoint consistent have been shown to enjoy certain advantages over
discretizations that are adjoint inconsistent.

• Adjoint consistency leads to optimal error estimates in the L2 norm [2].

• Integral functionals are superconvergent relative to the solution error [3, 4]. This is valuable
from an efficiency perspective, since, for the same number of nodes, an adjoint-consistent for-
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mulation may have a significantly smaller functional error. The numerical examples presented
in Section 5 illustrate this.

• Similarly, functional gradients computed using the adjoint variables are superconvergent. In
addition, gradients computed in this fashion are equivalent, within machine precision, to
sensitivities computed using algorithmic differentiation [5]. This equivalence is important
when using conventional optimization algorithms that expect the user to supply accurate
gradients.

• A posteriori output error estimates based on adjoint consistent schemes — or schemes that
are asymptotically adjoint consistent — exhibit better effectivity [6].

Given these advantages, there has been significant interest in studying the adjoint consistency
of various discretizations [2, 4, 7–10]. In this paper, we investigate the adjoint consistency of
variational-multiscale methods [11–19]. In particular, we focus on residual-based variational multi-
scale stabilization (RBVMS) and establish conditions under which this form of stabilization leads
to adjoint consistency.

2. Adjoint consistency analysis

We begin by reviewing the concept of adjoint, or dual, consistency [2, 4, 20]. Consider the
following variational problem corresponding to the weak form of a partial differential equation
(PDE) on the domain Ω ⊂ Rd: find u ∈ V such that

R(v, u) = 0, ∀v ∈ V, (1)

where V denotes an appropriate Hilbert space on the domain Ω, and R : V×V→ R is a semilinear
form (linear in the first argument). In addition, suppose we are interested in nonlinear integral
functionals J : V → R that depend on the solution to (1); for example, when R corresponds to
the weak form of the Navier-Stokes equations, J might be the lift or drag force.

To find the dual problem corresponding to the functional J and primal variational problem
(1), we introduce the Lagrangian,

L(ψ, u) ≡ J (u) +R(ψ, u), (2)

where ψ ∈ V. We arrive at the dual problem by finding ψ such that variations in L about u vanish:

δL ≡ L′[u](ψ, δu) = J ′[u](δu) +R′[u](ψ, δu) = 0, ∀δu ∈ V,

or, equivalently

J ′[u](v) +R′[u](ψ, v) = 0, ∀v ∈ V, (3)

where the prime indicates (Fréchet) linearization with respect to the term in square brackets.
We now turn to the finite-dimensional case and introduce Vh, a space that approximates V.

Then, the discretization of the primal variational equation (1) leads to the following problem: find
uh ∈ Vh such that

Rh(vh, uh) = 0, ∀vh ∈ Vh. (4)
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The subscript h on Rh indicates that operators in the discretized semilinear form may depend
on the discrete solution uh in the nonlinear case. The discretized functional will be denoted by
Jh : Vh → R. Note that in general, Rh and R, and Jh and J , are not the same.

The analysis used to derive the adjoint variational problem can be applied to the finite-
dimensional case. This leads to the following linear system that is satisfied by the discrete adjoint
variable ψh ∈ Vh:

J ′h[uh](vh) +R′h[uh](ψh, vh) = 0, ∀vh ∈ Vh. (5)

Adjoint consistency arises from the relationship between the discrete adjoint variational equa-
tion (5) and the infinite-dimensional adjoint solution ψ. For completeness, we include the definition
of adjoint consistency below; see, for example, [4].

Definition 1 (Dual/Adjoint Consistency). The finite element discretization (4) and discrete
functional Jh are dual consistent if

J ′h[u](vh) +R′h[u](ψ, vh) = 0, ∀vh ∈ Vh, (6)

where u and ψ are weak solutions to the primal, (1), and adjoint, (3), variational equations,
respectively.

In the absence of boundary conditions and stabilization, it is easy to see that a Galerkin finite-
element discretization is dual consistent. Adjoint consistency is less clear when stabilization is
present. For example, is dual consistency preserved when a residual-based variational multiscale
stabilization is introduced in (4)? This is the question we now consider for first- and second-order
PDEs.

3. First-order System of PDEs

We begin by examining the adjoint consistency of a hyperbolic system of m PDEs discretized by
the variational multiscale method, e.g. the Euler equations that model inviscid compressible flows.
To simplify the analysis, we assume that all incoming characteristics enter through the boundary
Γin ⊂ Γ. The outlet boundary is given by Γout ≡ Γ \ Γin. Then, the strong form of our nonlinear
hyperbolic system is

N (u) ≡ F i,i(u) = 0, ∀x ∈ Ω,

u = uin, ∀x ∈ Γin,
(7)

where N (u) is the residual and {F i}di=1 are the spatial components of the flux vector. Partial
derivatives are denoted u,i = ∂u/∂xi and the Einstein summation convention is adopted. The
weak form of (7) is, find u ∈ [V]m ≡ {vk ∈ V, k = 1, . . . ,m} such that

R(v,u) ≡ −
∫

Ω
vT
,jF j(u) dΩ+

∫
Γout

vTF j(u)n̂j dΓ+

∫
Γin

vTF j(uin)n̂j dΓ = 0, ∀v ∈ [V]m, (8)

where n̂ denotes the outward-pointing unit normal on Γ and V ≡ H1(Ω).
To define the dual problem, we introduce a functional of the form

J (u) ≡
∫

Ω
G(u,∇u) dΩ. (9)
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As a concrete example, J (u) might be the total kinetic energy in a flow field when u is governed
by the Euler equations. For compatibility with the hyperbolic adjoint equation derived below, we
assume4

G′[u,j ]n̂j = 0, ∀x ∈ Γin. (10)

Without this compatibility condition, the adjoint boundary conditions would be over specified.
The weak form of the adjoint PDE follows by substituting (8) and (9) into (3): find ψ ∈ [V]m

such that

J ′[u](v) +R′[u](ψ,v) ≡
∫

Ω
G′[u]v dΩ +

∫
Ω
G′[u,j ]v,j dΩ−

∫
Ω
ψT

,jF ′j [u]v dΩ

+

∫
Γout

ψTF ′j [u]n̂jv dΓ = 0, ∀v ∈ [V]m.
(11)

Assuming a sufficiently smooth primal solution, we can rewrite the adjoint variational problem
(11) by integrating by parts on the v,j term, and making use of the compatibility condition (10):

J ′[u](v) +R′[u](ψ,v) ≡
∫

Ω

{
G′[u]−

(
G′[u,j ]

)
,j
−ψT

,jF ′j [u]
}

v dΩ

+

∫
Γout

{
ψTF ′j [u]n̂j + G′[u,j ]n̂j

}
v dΓ = 0, ∀v ∈ [V]m.

(12)

We can extract the strong form of the adjoint PDE by inspecting the above variational form.
Indeed, we have

−
(
F ′j [u]

)T
ψ,j + G′[u]−

(
G′[u,j ]

)
,j

= 0, ∀x ∈ Ω,[(
F ′j [u]

)T
ψ + G′[u,j ]

]
n̂j = 0, ∀x ∈ Γout.

(13)

3.1. Variational multiscale formulation

For the finite-dimensional problem, we consider the following generic residual-based variational
multiscale formulation of (8): find uh ∈ [Vh]m such that

Rh(vh,uh) ≡ R(vh, ũ(uh)) = 0, ∀vh ∈ [Vh]m, (14)

where ũ(uh) denotes an approximation to the infinite dimensional solution u. We note that ũ
is defined only on element interiors, and as a result the domain integral in the equation above is
replaced by the sum of integrals over element interiors, and the integral over Γout is replaced by
an integral over a surface that is in the interior of Ω and is arbitrarily close to Γout (see (18) for
the definition). Similarly, we will see that it is convenient to define the discrete functional as

Jh(uh) ≡ J (ũ(uh)), (15)

where the integral is to be interpreted as a sum over element interiors as discussed above for R.
Presently, we place only two restrictions on the operator ũ:

1. the primal solution is invariant under the action of the operator, i.e. ũ(u) = u, and;

4Henceforth, we omit the explicit dependence of the integrands on u and u,j and only show which variable is used
to define the Fréchet derivative.
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2. the Fréchet derivative of ũ satisfies ũ′[u]vh ∈ C1(Ωe) for all vh ∈ [Vh]m and Ωe, where Ωe

denotes the interior of an arbitrary element e.

Note that the variational multiscale semilinear form is identical to the pure Galerkin case, (8), with
u replaced with ũ(uh) and v replaced with vh. In fact, selecting ũ = uh recovers the Galerkin case,
whereas selecting ũ(uh) = uh − τ (uh,g)N (uh) in the interior of elements yields a common form
of the variational multiscale formulation [11]. Here, τ (uh,g), which is the stabilization matrix, is
a continuous function of the solution uh and the metric tensor g. The metric tensor is defined as
g = FTF, where Fij = ξi,xj is the Jacobian of the map of the coordinates in the physical domain
to the coordinates in the parent element domain. For isoparametric elements this map has the
same class of continuity as the shape functions used to represent the solution. In particular, for
C0 continuous shape functions this map is C0 continuous and as a result F and g, which involve
derivatives of this map, are discontinuous across element boundaries. For C1 continuous shape
functions this map is C1 continuous, and hence F and g are continuous across element boundaries.
Thus the dependence on g will lead to a τ that is discontinuous across elements for C0 continuous
shape functions, and is continuous for C1 (or higher-order) continuous shape functions.

Based on the discretizations (14) and (15), the discrete adjoint equation follows immediately
from (5). In particular, the discrete adjoint ψh ∈ [Vh]m satisfies

J ′[ũ](ũ′[uh]vh) +R′[ũ](ψh, ũ′[uh]vh) = 0, ∀vh ∈ [Vh]m. (16)

For adjoint consistency, we need to show that (16) is satisfied when uh and ψh are replaced by u
and ψ, respectively. That is, for an adjoint consistent method

J ′[u](zh) +R′[u](ψ, zh) = 0, ∀zh ∈ [Zh]m ≡
{

ũ′[u]vh | vh ∈ [Vh]m
}
.

We have introduced zh and [Zh]m to keep the subsequent derivations compact. The expression
above appears similar to the left-hand side of (3), the weak form of the adjoint PDE; however, the
above will not vanish in general, because Zh is not necessarily a subset of V. To proceed with the
analysis, we make use of the definitions of R′ and J ′:

J ′[u](zh) +R′[u](ψ, zh) ≡
∑
e

{∫
Ωe

G′[u]zh dΩ +

∫
Ωe

G′[u,j ]z
h
,j dΩ−

∫
Ωe

ψT
,jF ′j [u]zh dΩ

}
+

∫
Γ̃out

ψTF ′j [u]n̂jz
h dΓ

=
∑
e

∫
Ωe

{
G′[u]−

(
G′[u,j ]

)
,j
−ψT

,jF ′j [u]
}

zh dΩ

+

∫
Γ̃out

{
ψTF ′j [u]n̂j + G′[u,j ]n̂j

}
zh dΓ +

∫
Γ̃
G′[u,j ]n̂j [[z

h]] dΓ,

where Γ̃ denotes inter-element boundaries, and Γ̃out is described below. In arriving at the second
line we have performed integration by parts on the integral containing zh,j , recognizing that zh is

of class C1 on element interiors. We have also used the compatibility condition (10). In the last
sum over elements, we have introduced the standard jump operator

[[u]] ≡ lim
t→0
{u(x+ tn̂)− u(x− tn̂)} . (17)
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The collection of points denoted by Γ̃out requires some explanation. Let

Γ−out ≡ lim
t→0−

{x+ tn̂|x ∈ Γout} . (18)

Then Γ̃out is the set of points in Γ−out that do not lie on any inter-element facet. Finally, making
use of the adjoint PDE and its boundary conditions (13) — and assuming that F , G and u are
sufficiently smooth so that the boundary condition applies on Γ̃out — we find

J ′[u](zh) +R′[u](ψ, zh) =

∫
Γ̃
G′[u,j ]n̂j [[z

h]] dΓ. (19)

The variational multiscale method will be adjoint consistent only if the sum on the right-hand-side
vanishes. Below, we verify this condition for three implementations of RBVMS, thereby confirming
that they are adjoint consistent.

RBVMS with a C1 basis: When RBVMS is used with spectral or NURBS basis [15, 17, 18],
we have ũ(uh) = uh − τ (uh,g)N (uh), where τ (uh,g) is the stabilization matrix [11]. Con-
sequently, since N (u) = 0 we have

zh = ũ′[u]vh = vh − τ (u,g)N ′[u]vh.

Now, since the test function is C1 continuous, it follows that N ′[u]vh is C0 continuous.
Further, since the basis functions are C1 continuous, the metric tensor g, and hence τ (u,g)
is also C0 continuous. Consequently zh and the jump terms in (19) vanish. Thus, the
dual-consistency condition is satisfied.

RBVMS with bubble functions: When RBVMS is used in conjunction with bubble functions,
local problems that are confined to element interiors are solved to determine the fine scale
solution u′. These problems are driven by the interior element residual and use basis functions
that vanish on element interiors. As a result the solution to this problem, that is u′, is
guaranteed to be zero on inter-element boundaries. In this case [12–14], we have ũ(uh) =
uh + u′ = uh on element facets; therefore, it is easy to show that

zh = ũ′[u]vh = vh, ∀x ∈ Γ̃.

Again, the jump terms in (19) vanish and we have dual-consistency.

RBVMS with a C0 basis [15, 19]: As with a C1 basis, we have ũ(uh) = uh − τ (uh,g)N (uh);
however, when the test functions are only continuous at element boundaries, [[zh]] 6= 0,
in general. This is because both N ′[u]vh and τ (u,g) are discontinuous at inter-element
boundaries. In this case, the sum on the right-hand-side of (19) vanishes only if G′[u,j ]n̂j = 0
on element facets. The orientation of the element facets can be arbitrary, so this condition
requires

G′[u,j ] = 0.

That is, for dual consistency G can be a function of u only.
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4. Second-order Scalar PDEs

In this section we consider a scalar elliptic PDE as a model problem. Elliptic PDEs arise in
numerous applications including elasticity and steady viscous fluid flow. In conservative form,
scalar elliptic PDEs can be written as

N (u) ≡ Fi,i(u,∇u)− f = 0, (20)

where, as before, N (u) is the strong form of the residual, f ∈ L2(Ω) is the external forcing, and
Fi is the ith component of a flux field over Ω. For simplicity, we assume homogeneous boundary
conditions, so that the variational form of (20) reads, find u ∈ V0 ≡ H1

0 (Ω) such that

R(v, u) ≡ −
∫

Ω
v,iFi(u,∇u) dΩ−

∫
Ω
vf dΩ = 0, ∀v ∈ V0. (21)

Unlike the function space considered for the first-order hyperbolic system, here we require the
admissible functions to vanish on the boundary, i.e. strongly imposed boundary conditions. To
define the dual problem, we again consider functionals of the form

J (u) ≡
∫

Ω
G(u,∇u) dΩ. (22)

Referring to (3), the adjoint variational problem corresponding to (21) and (22) is, find ψ ∈ V0

such that ∫
Ω

(
G′[u]v + G′[u,j ]v,j

)
dΩ−

∫
Ω
ψ,i

(
F ′i [u]v + F ′i [u,j ]v,j

)
dΩ = 0, ∀v ∈ V0. (23)

The strong form of the adjoint PDE can be found by applying integration by parts to isolate the
test function v from the remaining terms. Recalling that the test functions v vanish on the domain
boundary, we find that the adjoint PDE is

G′[u]− (G′[u,j ]),j −F ′i [u]ψ,i +
(
F ′i [u,j ]ψ,i

)
,j

= 0, (24)

where, like the primal solution, ψ also satisfies homogeneous Dirichlet boundary conditions. Suffi-
ciently smooth adjoint solutions ψ will satisfy the above strong form of the adjoint PDE, and this
fact will be used below.

4.1. Variational Multiscale Formulation

Consider a generic variational-multiscale discretization of (21): find uh ∈ Vh
0 such that

Rh(vh, uh) ≡ R(vh, ũ(uh)) = 0, ∀vh ∈ Vh
0 . (25)

As before, ũ is defined only over element interiors, and the only restrictions placed on the operator
ũ are that ũ(u) = u and ũ′[u]vh ∈ C1(Ωe). The discretized functional is given by

Jh(uh) ≡ J (ũ(uh)). (26)

We note that any integral involving ũ must be interpreted as a sum of integrals over element
interiors since ũ is not defined on element boundaries. The discrete adjoint, ψh ∈ Vh

0 , for the
elliptic problem satisfies

J ′[ũ](ũ′[uh]vh) +R′[ũ](ψh, ũ′[uh]vh) = 0, ∀vh ∈ Vh
0 . (27)
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Replacing uh and ψh above by u and ψ, respectively, we find the following condition must be
satisfied in order to ensure adjoint consistency.

J ′[u](zh) +R′[u](ψ, zh) = 0, ∀zh ∈ Zh
0 ≡

{
ũ′[u]vh | vh ∈ Vh

0

}
.

Next, we introduce the semilinear form defined in (21) and the functional (26). We find

J ′[u](zh) +R′[u](ψ, zh)

=
∑
e

{∫
Ωe

(
G′[u]zh + G′[u,j ]zh,j

)
dΩ−

∫
Ωe

ψ,i

(
F ′i [u]zh + F ′i [u,j ]zh,j

)
dΩ

}
,

where the sum is over all elements. We now follow the same process used for the hyperbolic case.
We use the assumption that zh is of class C1 on element interiors, so that we can apply integration
by parts element-wise to isolate the strong form of the adjoint PDE. The integral containing the
adjoint residual then vanishes (for sufficiently smooth ψ) and we are left with

J ′[u](zh) +R′[u](ψ, zh) =

∫
Γ̃

(
G′[u,j ]− ψ,iF ′i [u,j ]

)
n̂j [[z

h]] dΓ

+

∫
Γ̃bnd

(
G′[u,j ]− ψ,iF ′i [u,j ]

)
n̂jz

h dΓ,
(28)

where, as before, Γ̃ denotes inter-element boundaries. The set denoted by Γ̃bnd is interior to the
domain Ω and is defined by

Γ̃bnd ≡ lim
t→0−

{x + tn̂|x ∈ Γ} \ Γ̃

The variational multiscale method will be adjoint consistent only if the two integrals on the right-
hand-side of (28) vanish. We list two implementations for which this is the case.

RBVMS with a C2 basis: Suppose we use residual-based variational-multiscale stabilization
with a Cm basis, where m ≥ 2; e.g., cubic B-splines, or with a spectral basis. Then

zh = ũ′[u]vh = vh − τ(u,g)N ′[u]vh. (29)

In this case, N ′[u]vh is continuous over element facets, because the second-derivative operator
in N ′[u] is applied to a test function that is at least C2 continuous. Also the metric tensor
g and hence the stabilization parameter τ(u) are continuous over element facets because the
basis functions are C2 continuous. Thus, the integral over the inter-element facets on the
right-hand-side of (28) vanishes. To ensure that the integral over Γ̃bnd is zero, zh must be
made to vanish on this set. There are a number of strategies that can be used to accomplish
this, such as forcing τ(u,g) to vanish on the boundary; an alternative approach is taken in
the numerical example presented below. Regardless of the approach taken, if zh vanishes on
Γ̃bnd then both integrals on the right-hand-side of (28) are zero, and the scheme based on
the C2 basis is adjoint consistent.

RBVMS with bubble functions: If bubble functions are used to define the fine space, then on
element facets and Γ̃bnd we have ũ(uh)− uh = 0, and, consequently, zh = vh. It follows that
RBVMS based on bubble functions is adjoint consistent for the elliptic problem.
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In contrast with the hyperbolic case, RBVMS based on C0 elements is not adjoint consistent for
elliptic problems, at least when using the standard definition5.

5. Numerical Examples

The numerical examples presented below focus on the role of adjoint consistency on functional
superconvergence. These examples demonstrate that adjoint-consistent RBVMS schemes are useful
even when the adjoint is not explicitly computed. As discussed in the introduction, there are other
applications (e.g. optimal control, a posteriori error estimation and adaptation) for which adjoint
consistency also plays a role, but these are not considered here.

5.1. Inviscid Burgers with Gradient-based Functional

Our first numerical example illustrates the impact of adjoint consistency on a functional that
depends on the solution of a first-order PDE. Consider the steady inviscid Burgers equation on the
unit interval:

∂u2

∂x
− f = 0, ∀x ∈ [0, 1],

u(0)− uL = 0.

(30)

The source term f and boundary condition uL are determined by fixing the exact solution to be

u(x) = 1 + x sin (4πx).

Our nonlinear functional of interest is

J (u) =

∫ 1

0

(
∂u

∂x

)2

dx. (31)

The integrand for J depends on the gradient of u, so the conditions for adjoint consistency described
at the end of Section 5.1 are not satisfied for a C0 basis.

The finite-element formulation of (30) with residual-based variational multiscale stabilization
and weakly imposed boundary conditions yields the following discrete problem: find uh ∈ Vh such
that

−
∫ 1

0
ũ(uh)2∂v

h

∂x
dx+

(
vh
(
ũ(uh)

)2
)∣∣∣∣

x=1

−
(
vhu2

L

)∣∣∣
x=0
−
∫ 1

0
fvh dx = 0, ∀vh ∈ Vh,

where

ũ(uh) = uh − τ(uh, g)

(
∂(uh)2

∂x
− f

)
, and τ(uh, g) =

h

2|uh|
.

Element size is defined as h = 2/
√
g, where g = ξ2

x here. The space Vh corresponds to continuous
Lagrange elements on a mesh of n elements. The mesh has uniform element sizes of h(x) = 2/n
for x < 0.5 and h(x) = 2/(3n) for x > 0.5. The nonsmooth mesh spacing is chosen to prevent the

5Carefully chosen jump terms can be introduced into the standard ũ definition such that [[zh]] vanishes; however,
similar to edge-based stabilizations [21, 22], the jump terms couple adjacent elements and increase the stencil size.
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occurrence of error cancellations that sometimes appear on grids with uniform spacing. Finally,
the exact value of J is approximated by integrating the exact gradient on a mesh consisting of
4800 eighth-degree elements. All calculations are performed using the FEniCS suite of tools [23].

Figure 1(a) shows the L2 errors of the solution for 33 mesh sizes, defined by n ∈ {32 + 4 i}32
i=0.

The nominal mesh spacing in Figure 1(a), as well as the following figures, is given by h = 1/n. On
the coarsest grids, the L2 errors exhibit (p + 2)-order convergence rates, but these rates decrease
with refinement. On the finest set of grids, the errors for the linear elements have the expected
(p+ 1)-order asymptotic convergence rate, while the L2 errors for the p = 2 and p = 3 cases have
rates between p+ 1 and p+ 2.

Figure 1(b) plots the functional error for the same 33 grids and polynomial orders. The gra-
dient in the integrand of J is found by differentiating uh; thus, based on the theory presented in
Section for C0 elements, we expect the functional to exhibit suboptimal convergence rates. Indeed,
for p = 2 and p = 3, the functionals converge at a rate of p + 1, i.e. the same asymptotic rate as
the L2 error. The linear elements appear to exhibit superconvergence, but this is true only over
the range of h plotted; for sufficiently small mesh spacing the p = 1 errors also have a suboptimal
convergence rate.

The conditions for adjoint consistency can easily be recovered in the present example by per-
forming an L2 projection of the gradient. In fact, this technique will recover superconvergence for
any gradient-based functional when the solution depends on a first-order PDE. Projecting the gra-
dient is equivalent to writing a first-order system for the solution and gradient, where the solution
is decoupled from the gradient in the case of a first-order PDE. Thus, rather than using ∂uh/∂x
in the functional, we use wh ∈ Vh such that∫ 1

0
whvh dx+

∫ 1

0
ũ(uh)

∂vh

∂x
dx−

(
vhũ(uh)

)∣∣∣
x=1

+
(
vhuL

)∣∣∣
x=0

= 0, ∀vh ∈ Vh.

Notice that wh corresponds to the projected gradient of ũ(uh) and not uh. This is consistent
with the definition of an RBVMS residual for a first-order system, and ignoring this definition
does impact adjoint consistency: Figure 1(c) shows the functional error when wh is the projected
gradient of uh. Compared with the unprojected-gradient results, the projected gradient has little
impact on the asymptotic convergence rate of the functional for the p = 2 and p = 3 cases. For
the p = 1 case, the projected gradient actually increases the error and reduces the rate over the
range of mesh sizes considered.

In contrast, Figure 1(c) shows the functional error when wh is the projected gradient of ũ(uh).
Note the change in the y-axis range from the previous results. Here, because the conditions for
adjoint consistency are met, we observe the optimal superconvergent rate of 2(p+ 1)−m = 2p+ 1,
where m is the order of the highest derivative operator in the PDE; see, for example, [3].

We conclude this section by remarking that a projected gradient can also be used to achieve
adjoint consistency for RBVMS discretizations of second-order PDEs on C0 finite elements, i.e.
rewrite the second-order PDE as a first-order system. Of course, the solution is not decoupled from
the gradient in this case, and the gradient computation is no longer a simple post-processing step.

5.2. Linear Advection Diffusion

For our second numerical example, we consider the linear advection-diffusion equation and
investigate the role of basis continuity on functional superconvergence. The differential equation
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Figure 1: L2 solution errors and functional errors for the inviscid Burgers example.
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and boundary conditions are given by

∂u

∂x
− ε∂

2u

∂x2
= 0 ∀x ∈ [0, 1],

u(0) = 0, and u(1) = 1,

(32)

where the diffusion coefficient is the constant ε = 0.1. The exact solution is

u(x) =
1− e

x
ε

1− e
1
ε

,

and the functional for this study is

J (u) =

∫ 1

0
u2 dx.

The second-order differential equation (32) is discretized using RBVMS-stabilized finite-elements
with strongly imposed boundary conditions. Formally, the discrete solution uh ∈ Vh satisfies

−
∫ 1

0
ũ(uh)

∂vh

∂x
dx+ ε

∫ 1

0

∂ũ(uh)

∂x

∂vh

∂x
dx = 0, ∀vh ∈ Vh

0 .

For the trail space, Vh, we consider both C0 cubic elements and C2 cubic splines. The spline
basis is constructed using uniform knot spacing and end knots of multiplicity 4, so that the basis
interpolates at the boundary nodes. For both the C0 and C2 cases, the test space, Vh

0 , is constrained
to vanish on the boundary. For further details on the C2 finite-element discretization see [24] and
[25]

For all the elements of the C0 discretization, as well as the interior elements of the C2 dis-
cretization (i.e. elements whose facets do not overlap with the boundary), the operator ũ(uh) takes
the form

ũ(uh) = uh − τ(uh, g)

(
∂uh

∂x
− ε∂

2uh

∂x2

)
, (33)

where

τ(uh, g) =
h

2
min

(
1,

Pe

3p2

)
, and Pe =

h

2ε
.

The polynomial order is p = 3 for all cases considered. As with the Burgers example, h = 2/
√
g.

For the elements adjacent the boundary, we consider two options for the definition of ũ(uh) in
the C2 discretization. The first option is to use the definition given above for both the interior and
boundary-adjacent elements. This is the approach commonly used in RBVMS implementations.
For the second option, ũ(uh) is modified such that it coincides with uh at the boundary. To be
precise, consider the element at the left boundary, Ω1 = {0 ≤ x ≤ x1}, where x1 is the node/knot
defining the facet between the first and second elements. In the reference space ξ ∈ [−1, 1], we
have

ũ(uh) = uh +
ξ + 1

2
u∗, (34)
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where u∗ is a constant over the first element and is defined by

u∗ = lim
t→0+

[
−τ(uh, g)

(
∂uh
∂x
− ε∂

2uh

∂x2

)]
x1+t

.

In other words, (ξ + 1)u∗/2 is a linear function that vanishes at the boundary x = 0 and ensures
continuity of zh at the interface between the first and second elements. An analogous modification
is adopted at the element adjacent the x = 1 boundary. The motivation for these boundary-
element modifications is the integral over Γ̃bnd in (28). The definition (34) and its analog over the
right-boundary element ensure that ũ(uh)−uh = 0 on the boundary, which is necessary for adjoint
consistency.

For the convergence study we consider a set of 7 grids with elements of uniform width. The
number of elements or knot intervals is n ∈ {5× 2i}6i=0. The functional error is defined as |J (u)−
J (ũ(uh))|.

Figure 2(a) plots the L2 and functional errors for the C0 RBVMS discretization of the advection-
diffusion equation. Both errors are asymptotically fourth order. The absence of functional super-
convergence is consistent with the present theory, which concludes that RBVMS stabilization of
second-order PDEs is not adjoint consistent with C0 elements.

The results for the C2 discretization, with ũ(uh) based on (33) for all elements, are plotted in
Figure 2(b). Again, no functional superconvergence is observed. This is also anticipated by the
present theory, which requires that zh vanish at the boundary for adjoint consistency of second-
order PDEs.

Finally, Figure 2(c) shows the C2-discretization results when the boundary elements use the
modified ũ(uh) definition; see (34) for the left-boundary modification. As discussed above, this
modified definition ensures that zh vanishes at the boundaries and has negligible impact on the
solution error; however, the modification produces an adjoint-consistent C2 discretization, and the
impact on functional accuracy is obvious. We observe a superconvergent rate of 2(p + 1) −m =
2p = 6. The functional error on the finest grid shows some degradation due to round-off errors.

6. Conclusions

Adjoint consistency improves integral functional convergence rates and solution convergence
in the L2 norm. In addition, the discrete adjoint variables of an adjoint consistent scheme offer
advantages for optimal control problems and output-based adaptation.

We have shown that some variational multiscale formulations are adjoint consistent for a model
hyperbolic and elliptic equation. In particular, RBVMS based on bubble functions is adjoint
consistent for both types of PDEs. More generally, RBVMS is adjoint consistent if a C1 basis is
used for the hyperbolic equation or a C2 basis is used for the elliptic equation in conjunction with
subgrid scales that vanish on Dirichlet boundaries.

When a C0 continuous finite-element space is adopted, RBVMS will produce an adjoint consis-
tent discretization of the hyperbolic system, provided the functional integrand does not depend on
the solution gradient. In contrast, we have shown that the elliptic equation is not adjoint consistent
when discretized using a C0 basis.
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