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Abstract

This paper presents XGCm, a new unstructured mesh gyrokinetic Particle-in-Cell (PIC) code for modeling fusion plasma. The physical models and aspects of the numerical methods employed are the same as those used in the X-point gyrokinetic code, XGC. The core difference is that XGCm builds on an unstructured mesh-centric infrastructure that supports a distributed mesh, making it scalable in both the number of mesh elements and number of particles. A second advantage of an unstructured mesh infrastructure is its performance is not degraded when generally graded or anisotropic meshes are used. The switch from a particle-centric data infrastructure to a distributed mesh-centric infrastructure required the introduction of new methods to execute core PIC operations and substantial modifications to a number of key algorithms from those used in XGC. First, we present the methods and algorithms used in the development of XGCm, which performs all key computing steps on the GPU accelerators. GPU accelerators are providing the main computational power of current generation U.S. Department of Energy supercomputers. Second, we perform code validation and test using the circular geometry cyclone base case (case 5 of Burckel et al., Journal of Physics: Conference Series 260, 2010, 012006) and realistic DIII-D geometry case, respectively. The turbulence growth rate shows excellent agreement with existing XGC result in the first case, while ion temperature gradient turbulence growth is further demonstrated in the second case. Finally, we present weak scaling results, using up to full system (27,648 GPUs) of the Oak Ridge National Laboratory’s Summit supercomputer.
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1. Introduction

To meet the aggressive plan to bring a prototype fusion power plant online by 2040 [1], fusion plasma modeling codes that provide the needed levels of simulation fidelity, while fully accounting for the geometric complexity of the reactor system, must be applied as part of the design and system evaluation processes. A number of codes with the potential to provide the required levels of physical modeling fidelity are based on the particle-in-cell (PIC) method. Ongoing advances in the development of exascale computing systems, modeling technologies, and numerical methods, hold the promise of supporting the PIC simulation workflows needed to carry out the desired high fidelity simulations.

Computational methods that execute on uniform grids are carried out most efficiently on GPU accelerated exascale computing systems. However uniform grid methods are not well suited to address many of the reactor design and operation questions in which the grid must directly account for complex geometric components (e.g., divertor cassette assemblies, probe ports, etc.) and/or localized behaviors (e.g., pellet injection and ablation). On the other hand, unstructured mesh generators have evolved to the point that strongly graded, anisotropic meshes can be easily generated that can take full account of the geometric details and/or localized behaviors of interest. An increasing number of PIC codes for the modeling of plasma physics in fusion reactors, [2, 3, 4, 5, 6], are currently using or are planning to use unstructured mesh methods. To support the development of unstructured mesh PIC simulation codes that scale and are performant on GPU based exascale computers, a distributed mesh unstructured mesh for PIC infrastructure, PUMIPic [7], that is scalable both with respect to the numbers of particles and mesh elements, has been developed.

In this paper, we report the development of XGCm, a new distributed unstructured mesh gyrokinetic PIC code, short for x-point included gyrokinetic code, mesh-based. The code runs fully on current GPU hardware, and is aimed at exascale fusion plasma simulations. It adopts the physical algorithms from the well-established XGC code [2, 8]. The corresponding numerical algorithms within XGCm are presented, which are suitable for distributed unstructured mesh and achieve performance and scalability on GPU devices. XGCm heavily depends on the open-source Omega [9, 10] and PUMIPic [7] libraries for mesh and particle management, respectively. Both of these libraries use the Kokkos [11] programming model to achieve code portability.

Section 2 overviews the major operations of the gyrokinetic PIC method used in both XGC and XGCm. These include four major components: the gyroaveraging charge scatter process depositing particle charge onto the mesh vertices; the solution of the gyrokinetic Poisson equation on the mesh and associated mesh field operations; field gather operation to obtain electric and
magnetic field information at particle location from the background mesh field; the ion and electron particle push operations. Section 3 overviews the PUMIPic unstructured mesh PIC infrastructure that XGCm builds upon. The four components of the gyrokinetic PIC method operate on different particle and mesh interaction levels, including particle-to-mesh operation, mesh field operation, mesh-to-particle operation, and particle operation, respectively. Building on Omega and PUMIPic, Section 4 discusses the algorithms used in XGCm to handle different operations in the gyrokinetic PIC method. Section 5 first presents a code validation study using the circular geometry cyclone base case [12, 13], where ion temperature gradient (ITG) turbulence growth is compared with the result of XGC. It then tests XGCm using ITG turbulence simulation with realistic DIII-D geometry. Section 6 provides weak scaling and computational performance results of XGCm. Section 7 summarizes the current work and provides directions for future work.

2. Gyrokinetic Particle-in-cell Method

The PIC method is usually used to study the micro turbulence, turbulence transport, and plasma instabilities in the tokamak devices, within the context of magnetic confinement fusion plasma modeling. Due to the strong magnetic field in the tokamak device, it is sufficient to track the guiding center motion of charged particle, while modeling the particle’s gyration motion perpendicular to the magnetic field. This is called the gyrokinetic PIC method [14, 15, 16, 17, 18, 19, 20, 21]. In this method, the motion of charged particles are treated as a combination of particle guiding center motion and gyration motion surrounding the guiding center and perpendicular to the magnetic field. This allows the use of larger simulation time steps, significantly reducing the simulation cost.

A further simplification in the gyrokinetic PIC method is the delta-f treatment of the particle velocity distribution function (VDF) $f(t, x, v)$ [15, 22, 19]. This takes advantage of the fact that the particle VDF is close to equilibrium Maxwellian-Boltzmann distribution in the core region of the tokamak device. It is thus sufficient to only simulate the perturbative part of the particle VDF, hence the name delta-f method. The delta-f gyrokinetic PIC method maintains a low statistical error while using relatively small numbers of simulation particles, further reducing the overall simulation time cost.

2.1. Delta-f treatment of particle VDF

The particle VDF, $f(t, x, v)$, describes particles’ collective behavior in the six-dimensional phase space $(x, v)$, where $x$ and $v$ are the spatial and velocity vectors. It is the probability density of finding a particle with specific velocity $v$ at specific location $x$. It is governed by the
Boltzmann equation [23]. Under the gyrokinetic assumption, the particle property is described by the five-dimensional variable, $(X, \mu, v_\parallel)$, where $X$ is particle guiding center position, $\mu$ is the magnetic moment, and $v_\parallel$ is the component of particle velocity parallel to the magnetic field vector $B$. Magnetic moment is $\mu = \frac{mv_\perp^2}{2B}$, where $m$ is the particle mass, $v_\perp$ is the component of particle velocity perpendicular to the magnetic field $B$, and $B$ is the magnitude of $B$.

Under the gyrokinetic assumption, we solve the five-dimensional gyrokinetic Boltzmann equation [24, 25, 26]:

$$\frac{df}{dt} = S(f),$$

where $S(f)$ describe the change in particle VDF, $f(X, \mu, v_\parallel)$, due to particle collisions and external source or sink [23, 26]. For collisionless plasma in the core region of the tokamak device, we can ignore this and assume:

$$S(f) = 0.$$  

(2)

In the delta-f gyrokinetic PIC method, the particle VDF, $f = f(X, \mu, v_\parallel)$, can be described using two separate contributions:

$$f = f_0 + \delta f.$$  

(3)

where $f_0$ is the equilibrium Maxwellian-Boltzmann distribution function[19], while $\delta f$ is the perturbative contribution to $f$. In the gyrokinetic PIC method, $\delta f$ is described by the simulation particles (also called marker particles) and is denoted as $f_p$, to represent that it is from the contribution of simulation particles. Each simulation particle has its own properties, including spatial position $X$, magnetic moment $\mu$, and parallel velocity $v_\parallel$. By sampling all particles’ information at a specific location $X$, the particle VDF $f_p$ is known.

2.2. Particle guiding center equations of motion

In the gyrokinetic PIC method, the property of a simulation particle is described by $(X, \mu, v_\parallel)$, its guiding center position, magnetic moment, and parallel velocity. The motion of each simulation particle is determined by the evolution of its guiding center position and parallel velocity. They are governed by the Lagrangian equations of motion [17, 26, 25],

$$\dot{X} = \frac{dX}{dt} = \frac{1}{D} \left[ v_\parallel \mathbf{b} + \frac{v_\parallel^2 \nabla B \times \mathbf{b}}{B} + \frac{\mathbf{B} \times (\mu \nabla B - \mathbf{E})}{B^2} \right],$$

(4)

$$\dot{v}_\parallel = \frac{dv_\parallel}{dt} = -\frac{1}{D} (B + v_\parallel \nabla B \times \mathbf{b}) \cdot (\mu \nabla B - \mathbf{E}),$$

(5)

where $\mathbf{B}$ is the equilibrium magnetic field, $B = |\mathbf{B}|$, $\mathbf{E}$ is the electric field vector, $\mathbf{b}$ is the unit vector along the magnetic field direction (along $\mathbf{B}$ direction), and,

$$D = 1 + \frac{v_\parallel}{B} \mathbf{b} \cdot (\nabla \times \mathbf{b}).$$

(6)
Equations 4 and 5 fully determine the particle trajectory and velocity. In the gyrokinetic PIC simulation, these first order ordinary differential equations are numerically discretized to determine the simulation particle properties at different time.

2.3. Gyrokinetic Poisson Equation

The gyrokinetic Poisson equation determines the electrostatic potential field given the charge field, which is generated by charged particles moving in the physical domain. In long wavelength limit, the electrostatic Gyrokinetic Poisson equation \[14, 15, 27, 17, 18, 19, 20, 21, 28\] is,

\[-\nabla_\perp \cdot \frac{n_0 m}{q B^2} \nabla_\perp \phi = \bar{n}_i - n_e,\]

where \(\phi\) is the electrostatic potential, \(n_0\) is the background charge density, \(\bar{n}_i\) is the ion guiding center charge density, \(n_e\) is the electron charge density, \(\nabla_\perp\) is the gradient operator, \(\rho_i\) is the thermal ion gyroradius, and \(q\) is the particle charge. \(\bar{n}_i(x)\) at any position \(x\) is obtained from the gyroaverage charge scatter process and is defined as \[17, 28, 29\],

\[\bar{n}_i = \frac{1}{2\pi} \int f_i(X, \mu, v_\parallel) \delta(X + \vec{\rho}_i - x) dX d\mu dv_\parallel d\alpha,\]

where \(X\) is the ion guiding center position vector, \(\vec{\rho}_i\) is the ion gyroradius vector pointing from \(X\) to \(x\), \(\alpha\) is the gyrophase angle of \(\vec{\rho}_i\) relative to a reference vector, \(\delta(X + \vec{\rho}_i - x)\) is the Dirac delta function. The numerical calculation of the ion guiding center charge density \(\bar{n}_i\) in the gyrokinetic PIC method is usually done using multi-point average. This process is shown in Figure 1, where an eight-point average is used. In XGCm, 32-point average is usually used for increased numerical accuracy.

![Figure 1](image)

Figure 1: Schematics of the multi-point average process to perform the gyroaverage charge scatter.

Following Equation 3 the delta-f treatment of VDF, the electrostatic potential \(\Phi\), ion guiding center charge density \(\bar{n}_i\), and electron charge density \(n_e\) can be similarly expressed as two separate components: the equilibrium component and the perturbative (turbulent) component. For
instance, the electrostatic potential \( \phi \) can be written as,

\[
\phi = \phi_0 + \delta \phi,
\]

where \( \phi_0 \) is the equilibrium component, while \( \delta \phi \) is the turbulent component. Equation 7 can then be solved by separating it into two components: the axisymmetric or equilibrium component with toroidal mode number \( n = 0 \); and the non-axisymmetric or turbulent component with toroidal mode number \( n \neq 0 \) [17, 18, 30].

2.4. Major steps of the PIC method

The four major steps of the PIC method are:

- **Charge Scatter**: The “charge” information associated with the particles is related to the domain definition such that the forcing function driving the field evolution, and, potentially, the domain properties can be updated. In the gyrokinetic PIC method, the charge of the simulation particle is projected onto the background mesh field [29].

- **Field Solve**: The domain physics equation (the gyrokinetic Poisson equation in section 2.3) governing the electrostatic potential field is updated based on the updated forcing function, the domain properties are updated when changed, and the associated discrete system is constructed and solved.

- **Field Gather**: The values of the fields that drive the particles are associated with each particle through an appropriate interpolation procedure.

- **Particle Push**: The particles are moved to a new location as a function of the fields and time step.

The manner in which the domain fields are defined over the spatial domain of a PIC calculation has a substantial influence on the design of the code data structures and domain related operations. In the case of the XGC gyrokinetic code [28, 2, 8] and XGCm code, the spatial discretization consists of a poloidal plane mesh that is repeated on a number of poloidal planes in the toroidal direction, which is typically 32 to 128. Within the poloidal plane, the ion and electron charge density, electrostatic potential, and electromagnetic potential fields are defined as C\(^0\) continuous polynomials (currently defined as linear polynomials) over triangular finite elements. For a location within two adjacent poloidal planes, a linear interpolation over a nearly field-following coordinate is used.

To effectively model the fact that the particles move much more quickly in the toroidal direction than in the poloidal plane, the unstructured poloidal plane mesh is defined to be quasi field
following [31] where the primary mesh vertices are placed on magnetic flux curves with a spacing that follows the motion of a particle on the flux curve as it moves between poloidal planes. The mesh in the core region uses a one element deep construction of elements between flux curves. Outside the core region around the X-Point, in open flux curves, and between flux curves and the wall, a set of ah-hoc meshing operators and general unstructured mesh methods are applied, which introduce additional mesh vertices between flux curves, and between flux curves and the wall, to produce meshes with the desired element shape quality. An example unstructured mesh on one poloidal is shown in Figure 2.

Figure 2: An example of a coarse mesh generated using the XGC meshing procedure. Meshes for physics studies have at least one to two orders of magnitude more elements.

3. Parallel Unstructured Mesh Infrastructure for PIC Calculations

The typical approach to the development of an unstructured mesh PIC code is for the particle data structure to be the core data structure, where the data structure of the particles contain a pointer to the mesh element in which the particles are contained. The mesh is stored in an independent data structure that is typically copied into the memory of each process. Although the mesh data is substantially smaller than the particle data, maintaining a copy of the mesh in each memory space does limit the scalability with respect to mesh size. PIC codes using particle-centric data structures also include a spatial-based structure, either a uniform grid or a tree-based
structure, to support the process of determining which unstructured mesh element a particle is in after a push operation.

The unstructured mesh infrastructure used in XGCm, PUMIPic [7], takes an alternative approach in which the core data structure is a distributed mesh, where the particles are tied to the mesh elements in which they currently reside. This approach provides an effective opportunity to distribute the mesh over the nodes of the compute system, thus supporting scalability with respect to the mesh, while maintaining ready access to the mesh fields of mesh elements where the particles will move to during the next push step. The mesh data structure used in PUMIPic, Omega [10, 9] stores a complete mesh topology and has been designed to support the effective execution of unstructured mesh operations on distributed meshes on massively parallel computers employing GPU accelerators. The mesh-based functions supported range from adjacency-based point location operations using the mesh adjacency and geometry information, the integration of physical field parameters over the mesh, and the implementation of effective linear system matrix assembly and solution operations.

To store particles based on mesh elements, an additional structure is maintained that groups particles in memory based on the mesh element they are in. PUMIPic provides Sell-C-σ [32, 33] and Cabana AoSoA particle data structure [34] that supports the irregular memory storage of the mesh element to particles relationship. Sell-C-σ is derived from the work of Kreutzer et al. [32]. The detailed implementations within PUMIPic are further discussed in the work of Diamond et al. [7], to support key particle operations such as particle push, particle migration, and the association of particle with the mesh element. An AoSoA, array-of-structures-of-arrays, is the principle particle data structure used in Cabana to provide performance portability across hardware [34]. Cabana AoSoA is extended in PUMIPic to support grouping of structure-of-arrays, which contains particle data and is associated with mesh element. The advantage of Sell-C-σ or Cabana AoSoA particle data structure may depend on the details of the particle operations being performed, and could be case-specific. As such, this needs to be discussed separately.

To maintain the particle structure as particles move through the domain, three operations are required. After every particle push, we need to determine whether each particle has moved to a new mesh element and if so which element it has moved to. To achieve this, an adjacency-based search is executed on each particle using ray tracing and barycentric coordinates methods. After the new mesh element of each particle is determined, the particle structure must be updated to reflect these changes. Since the unstructured mesh is distributed, we need to check that if each particle needs to be migrated to a new process based on its new mesh element. Once all the particles are migrated to the correct processes, the particle structure is rebuilt in order to add or
remove particles, and reorder particles based on their new mesh elements and processes.

A key component of PUMIPic is the manner in which the mesh is distributed, as a set of so-called PICparts, to the MPI processes employed on today’s parallel computers. A PICpart is an overlapping domain decomposition with halo cells that support local computations on the particles in a manner that reduces interprocess communications. As discussed in the work of Diamond et al. [7], the definition of the PICpart begins by partitioning the mesh into a non-overlapping set of parts. Each of those parts defines the core of a PICpart, or simply called PICpart core. The remainder of the PICpart, called PICpart buffer, is the set of other parts either bound the PICpart core or have elements within a given number of buffer elements of the PICpart core. In PUMIPic, there is sufficient buffer such that any particle that is in an element in the PICpart core at the start of a push operation, will end up in an element on that PICpart. Figure 3a shows a 2D tokamak cross section with a very coarse mesh partitioned into 15 non-overlapping mesh parts. Figure 3b shows the PICpart defined for mesh part labeled A. Mesh part labeled A is the PICpart core, all other mesh parts including mesh part labeled B are the PICpart buffer.

Figure 3: (a) Two-dimensional unstructured mesh partitioned using multi-level graph partitioner. (b) PICpart generated for mesh part A.

Since the particle-based gather and scatter operations in a PIC calculation will require communications in each time step, PUMIPic deems it is satisfactory to move particles between PICparts during these steps. With the PICpart defined in PUMIPic, all required information is local to the
PICpart and no communications are required during the particle push step. Care is required in the definition of the PICpart buffer, to ensure it does not produce large increases in memory usage or effort required to maintain the mesh distribution information. The size of the PICpart buffer is determined by the fact that, particles contained in the mesh elements of a PICpart core do not move outside of the PICpart buffer in a single push operation. After a particle push operation, particles can enter the buffer and be close enough to the boundary of the PICpart that they may move off the PICpart in the next particle push. As such, it becomes necessary to do the communication to move the particle onto a PICpart for which that element is sufficiently far from that PICpart’s boundary. The communications required to move those particles can be coordinated and carried out in the charge deposition step which always requires communications.

With the current PICpart definition, a substantial percentage of the particles that move to elements in the PICpart buffer are far enough from the PICpart boundary. In general, they would not exit the current PICpart on the next push. In these cases particles are only migrated for the purpose of improving load balance for the next push operation. As particles move through the domain during the simulation, the regular application of dynamic load balancing [7], another core operation, is needed.

4. Particle-in-cell Methods and Numerical Algorithms Suitable for GPU

Section 2 overviewed the delta-f gyrokinetic PIC method and the major operations in both XGC and XGCm. These include four major components:

1. the charge scatter process depositing particle charge onto vertices of the background mesh;
2. solving the gyrokinetic Poisson equation and calculation of the electric field, both of which is performed on the mesh;
3. field gather operation to obtain the electric field information at particle location from the background mesh field;
4. and the ion and electron particle push operations.

Taking a mesh-centric approach, we categorize the four major components of the delta-f gyrokinetic PIC method according to the level of interactions between the mesh and the particle. This categorization allows us to better analyze each component and improve their computational performance in future work. Corresponding to the four major components of the gyrokinetic PIC method, there are four types of particle and mesh interactions, including:

• particle-to-mesh operation, corresponding to charge scatter;
- mesh field operation, corresponding to solving the Poisson equation and calculation of the electric field;
- mesh-to-particle operation, corresponding to electric field gather;
- particle operation, corresponding to ion and electron particle push.

In general, each type of interaction corresponds to either an Eulerian or a Lagrangian representation, or an interaction between the Eulerian and Lagrangian representation. Building on Omega [9, 10], PUMIPic [7], and PETSc [35, 36, 37] libraries, this section discusses the numerical algorithms used in XGCm to handle each of these interactions. In XGCm, all four components of the gyrokinetic PIC method are executed on the GPU.

4.1. Flux surface aligned and field-following mesh

In XGCm, we use a cylindrical coordinate system (\(\hat{r}, \hat{\varphi}, \hat{z}\)) as shown in Figure 4 to describe the tokamak geometry. \(O\) is the origin of the coordinate system, while \(\hat{r}, \hat{\varphi},\) and \(\hat{z}\) are the three basis vectors. The coordinate of any point \(P\) is \((r, \varphi, z)\), where \(r\) represents the distance from point \(P\) to the center \(\hat{z}\) axis, while \(z\) is the distance from point \(P\) to the origin \(O\) along the \(\hat{z}\) axis. Unit vectors \(\hat{r}, \hat{z}\) correspond to the \((r, z)\) coordinates and form a plane called the poloidal plane. Unit vector \(\hat{\varphi}\) corresponds to the \(\varphi\) coordinate or the toroidal direction. \(\varphi\) represents the rotation angle of point \(P\) relative to a reference poloidal plane with respect to the \(\hat{z}\) rotation axis. A poloidal plane corresponds to points with constant \(\varphi\) angle.

![Cylindrical coordinate system](image)

Figure 4: Cylindrical coordinate system used in XGCm.

Under this coordinate system, the equilibrium magnetic field in the tokamak, \(\mathbf{B}\), is represented as summation of the poloidal and toroidal components,

\[
\mathbf{B} = \mathbf{B}_p + \mathbf{B}_\varphi, \tag{10}
\]
where \( B \) is axisymmetric. \( B_p \) is the poloidal component and is represented as,

\[
B_p = B_r + B_z = B_r \hat{r} + B_z \hat{z} = \nabla \Psi \times \nabla \varphi,
\]

where \( \Psi = \Psi(r, z) \) is called the flux function and a function of \((r, z)\). Specifically,

\[
B_r = -\frac{1}{r} \frac{\partial \Psi}{\partial z} \hat{r},
\]

\[
B_z = -\frac{1}{r} \frac{\partial \Psi}{\partial r} \hat{z}.
\]

\( B_\varphi \) is the toroidal component and is a function of \((r, z)\), \( B_\varphi = B_\varphi(r, z) \hat{\varphi} \). It can also be written as,

\[
B_\varphi = g(r, z) \nabla \varphi,
\]

where \( g(r, z) \) is defined as \( g(r, z) \equiv rB_\varphi(r, z) \). Functions \( \Psi(r, z) \), \( g(r, z) \), and the equilibrium magnetic field \( B \) are known a priori for each simulation condition. They are represented using piecewise cubic spline interpolation in both XGC and XGCm. \( B \) can thus be determined at any point in the simulation domain.

In XGC and XGCm, the three dimensional simulation domain is discretized into a number of uniformly spaced two dimensional poloidal planes along the toroidal direction. The angle between two neighboring poloidal planes is \( \Delta \varphi = 2\pi/N_\varphi \), where \( N_\varphi \) is the number of poloidal planes. Each poloidal plane is then discretized using unstructured triangular meshes as shown in Fig 2. A unique feature of XGC and XGCm mesh is that, the equilibrium magnetic field information is built into the mesh \([17, 31]\), achieving high numerical accuracy.

In a Tokamak, points with constant value of \( \Psi(r, z) \) form the magnetic flux surface. Its projection on each poloidal plane is the magnetic flux curve. Each poloidal plane is discretized using flux surface aligned unstructured triangular meshes in XGC and XGCm. In the closed flux curve region \([38]\), mesh vertices are arranged such that they are on a flux curve. Flux surface aligned mesh allows us to resolve perturbations with low parallel wavenumber and high toroidal mode number, while using relatively low toroidal resolution \( N_\varphi \) \([26]\).

The meshes used in XGC and XGCm also exhibit the field-following feature. We pick a mesh vertex, \( P_i = (r_i, \varphi_j, z_i) \), in the closed flux surface region on a poloidal plane \( j \) with toroidal angle \( \varphi_j = \Delta \varphi \), where poloidal plane is indexed as \( j = 0, 1, 2, \ldots, (N_\varphi - 1) \). Starting from \( P_i \) and traveling along the magnetic field line \( B \) in the same direction as \( \hat{\varphi} \), the magnetic field line crosses another point \( P_k = (r_k, \varphi_{j+1}, z_k) \) in the neighboring poloidal plane \((j + 1)\) with toroidal angle \( \varphi_{j+1} = (j + 1)\Delta \varphi \). \( P_k \) lies on the same flux surface as \( P_i \), and in general is also a mesh vertex or very close to a mesh vertex in poloidal plane \((j + 1)\). Traveling in the opposite direction
along the magnetic field line $B$, we have another intersection point $P_l$ in the neighboring poloidal plane $(j - 1)$ with toroidal angle $\varphi_{j-1} = (j - 1)\Delta \varphi$. In general, $P_l$ also corresponds to a mesh vertex or is very close to a mesh vertex on the same flux surface. This is discussed further in the work of Zhang et al. [31].

Taking advantage of the field-following feature of the unstructured mesh used in XGC and XGCm, major operations in the gyrokinetic PIC method are performed along the magnetic field line, rather than along the toroidal direction. For example, the deposition of a particle’s charge to two neighboring poloidal planes in the charge scatter operation, is carried out along the magnetic field line direction [39].

4.2. XGCm mesh partitions

In XGCm, we have three levels of mesh partitions: the first level partition is the toroidal partition, which divides the simulation domain into $N_\varphi$ sub-domains along the toroidal direction, where each sub-domain is bounded by two neighboring poloidal planes; the second level partition is the poloidal partition, which divides the poloidal plane mesh into multiple radial mesh regions or PICparts according to the flux curves, each of which is generally bounded by two flux curves; the third level partition is the group partition, where each radial mesh region or PICpart can correspond to one or multiple processes.

In our mesh-centric approach, particles are associated with triangular mesh elements. The toroidal partition allows simulation particles to be grouped into sub-domains along the toroidal direction, resulting in better data locality. In addition, mesh fields are distributed to multiple processes along the toroidal direction, achieving better memory usage.

The poloidal partition is justified by the fact that the motion of the particles with respect to their projection onto the poloidal plane mesh is such that they tend to move slowly in the radial direction. This is used in the specification of radial mesh regions or PICparts to distribute the mesh across processes. Figure 5 shows a coarse mesh in which two PICparts are highlighted. In this example, the core of the PIC part is the mesh between two flux curves and the remainder of the PICpart is the mesh between three sets of flux curves on each side of the core part. Similarly, the poloidal partition allows for better memory usage and data locality, achieving better computing performance.

In the group partition, a group of processes is assigned to each PICpart, where particles associated with the same PICpart are distributed between multiple processes. This allows for a large number of simulation particles to be associated with each mesh element and each PICpart. A large number of simulation particles is usually needed to achieve low numerical simulation noise.
4.3. Particle charge scatter

4.3.1. Numerical algorithm

The charge of a simulation particle is scattered onto mesh vertices of two neighboring poloidal planes bounding that particle \[17, 28\]. This consists of three steps for ion species and two steps for electron species. Supposing we have a simulation particle \( P_i \) with coordinate \((r_i, \varphi_i, z_i)\), it is bounded by two neighboring poloidal planes indexed as \( j \) and \((j + 1)\) with toroidal angles \( \varphi_j \) and \( \varphi_{j+1} \), \( \varphi_j \leq \varphi_i < \varphi_{j+1} \). The poloidal plane in the middle of the two poloidal planes \( j \) and \((j + 1)\) is indexed as \((j + \frac{1}{2})\), where its toroidal angle is \( \varphi_{j+\frac{1}{2}} = (j + \frac{1}{2})\Delta\varphi \).

The first step of charge scatter is to perform the field-following projection. In this step, particle \( P_i \) is projected to a point \( P'_i \) in the poloidal plane \((j + \frac{1}{2})\) along the magnetic field line direction. The end result of this step is a charge field defined on each mesh vertex in the poloidal plane \((j + \frac{1}{2})\). Point \( P'_i \) lies in a triangular element indexed as \( t \) with three vertices ordered as \( P'^{t_1}_i, P'^{t_2}_i, \) and \( P'^{t_3}_i \). Charge of particle \( P_i \) is correspondingly deposited to the three mesh vertices \( P'^{t_1}_i, P'^{t_2}_i, \) and \( P'^{t_3}_i \) through linear interpolation of value at point \( P'_i \). Linear weights are used in the charge deposition and depends on the barycentric coordinate of \( P'_i \) in triangular element \( t \). Supposing the barycentric coordinate of \( P'_i \) is \((\eta_1, \eta_2, \eta_3)\), the linear weights are \( \eta_1, \eta_2, \) and \( \eta_3 \).
Essentially, the field-following operation discussed above projects a point, \( x_1 = (r_1, \varphi_1, z_1) \), to a point, \( x_2 = (r_2, \varphi_2, z_2) \), on a poloidal plane with toroidal angle \( \varphi_2 \). Point \( x_1 \) represents the simulation particle at position \((r_1, \varphi_1, z_1)\). The operation projects point \( x_1 \) to point \( x_2 \) along the magnetic field line direction, and is denoted as \( P_{ff}(r_1, z_1; \varphi_1 \mapsto \varphi_2) \),

\[
P_{ff}(r_1, z_1; \varphi_1 \mapsto \varphi_2) = \int_{(r_1,\varphi_1,z_1), \Psi(r,z) = \text{constant}} \frac{B_p(r, \varphi, z)}{B_\varphi} \hat{\varphi} \cdot d\mathbf{s},
\]

where \( B_p(r, z) \) is the poloidal component of the magnetic field vector at point \((r, z)\), while \( B_\varphi = B_\varphi(r, z) = |B_{0,\varphi}(r, z)| \) is the magnitude of the toroidal component of the magnetic field vector at point \((r, \varphi, z)\) and \( \Psi(r,z) \) is the flux function. We have,

\[
(r_2, z_2) = (r_1, z_1) + P_{ff}(r_1, z_1; \varphi_1 \mapsto \varphi_2).
\]

The second step of charge scatter is to perform the gyroaverage operation for the ion species as outlined in Equation (8) and is ignored for the electron species. This step operates on mesh vertices in the poloidal plane \((j + \frac{1}{2})\). The end result is a charge field defined on each mesh vertex in the poloidal plane \((j + \frac{1}{2})\). The numerical implementation of gyroaverage in a gyrokinetic PIC code is usually done using multi-point average as shown in Figure 1. In general, an \( n_g \)-point average is used where \( n_g \) is the number of discrete gyro points representing the ion gyration orbit. In XGCm, usually \( n_g = 32 \) is used. Denoting the perpendicular velocity of an ion as \( v_\perp \), its magnetic moment as \( \mu \), and the magnitude of magnetic vector at its guiding center position as \( B = |\mathbf{B}| \), the ion gyroradius, \( \rho \), is calculated as,

\[
\rho = \frac{mv_\perp}{qB} = \sqrt{\frac{2m\mu}{q^2B}}.
\]

We assume there is an imaginary ion particle located on vertex \( P_{i}^{tk} \) of triangular element \( t \), where \( k \) is indexed as \( k = 1, 2, 3 \). The imaginary ion particles have same properties as ion particle \( P_i \) except charge, which is linearly weighted from particle \( P_i \) to vertex \( P_{i}^{tk} \) in the first step. The gyroradius of the imaginary ion particle is \( \rho_{i}^{tk} = \sqrt{\frac{2m\mu_i}{q^2B_{i}^{tk}}} \), where \( \mu_i \) is the magnetic moment of \( P_i \) and \( B_{i}^{tk} \) is the magnitude of the magnetic vector at vertex position \( P_{i}^{tk} \). The gyration orbit of the imaginary ion particle is a circle centered on vertex \( P_{i}^{tk} \) with radius \( \rho_{i}^{tk} \). The gyration orbit is represented by \( n_g \) uniformly spaced points, \( P_{i}^{tk,1}, P_{i}^{tk,2}, ..., P_{i}^{tk,n_g} \) on the circle. We consider an arbitrary point \( P_{i}^{tk,l} \) and assume that it is inside a triangular element \( t_k \) with three mesh vertices \( t_k^{1,1}, t_k^{1,2}, \) and \( t_k^{1,3} \), where \( l \) is indexed as \( l = 1, 2, 3, ..., n_g \). Charge of the imaginary ion particle located on vertex \( P_{i}^{tk} \) is linearly deposited to the three vertices \( t_k^{1,1}, t_k^{1,2}, \) and \( t_k^{1,3} \). Similar to step
one, the linear weights depend on the barycentric coordinate of \( P_{t_k}^{l} \) in triangular element \( t_k \). This process can be repeated for an imaginary ion particle located on any one of the three vertices in triangular element \( t \).

The ion gyroaverage process discussed above depends on the physical properties of each ion particle including its position, and the numerical calculation is unique to each ion particle. This poses challenges in the numerical implementation due to the complexity and time cost of the gyroaverage process. Specifically, we need to perform multiple search operations to determine the triangular elements in which each point \( P_{t_k}^{l} \) on the gyration orbit lies. The number of search operations to be performed is \( 9n_g \) for each ion particle. To reduce the time cost associated with the gyroaverage process, we introduce a gyroaverage mapping \( P_{ga} \) and apply this mapping to each imaginary ion particle located on vertex \( P_{t_k}^{l} \) directly. In essence, \( P_{ga} \) is a four dimensional mapping between mesh vertices in the poloidal plane mesh.

We briefly describe the calculation of the gyroaverage mapping \( P_{ga} \) here. For a mesh vertex \( p \) located on poloidal plane \( j + \frac{1}{2} \), we create \((n_{gr} + 1)\) circles surrounding it, where \( n_{gr} \) is chosen as a constant in each simulation. All the circles are centered on vertex \( p \) with uniformly spaced radius \( R_q = qR_0/n_{gr} \), where \( q \) is indexed as \( q = 0, 1, 2, 3, ..., n_{gr} \). With the chosen radius, the first circle is a point. \( R_0 \) is chosen as a value larger than the maximum gyroradius in the simulation. \( n_g \) equally spaced points are placed on each circle \( q \), and are denoted as \( P_1^q, P_2^q, ..., P_{n_g}^q \). These points discretely represent an ion gyration orbit with radius \( R_q \). With properly chosen \( n_{gr} \) and \( R_0 \), we can resolve all possible gyration orbits of ion particles in a simulation. We assume point \( P_s^q \) is inside a triangular element \( t_s^q \), with three mesh vertices indexed as \( t_1^q, t_2^q, t_3^q \), where \( s \) is indexed as \( s = 1, 2, 3, ..., n_g \). The barycentric coordinates of the three mesh vertices \( t_1^q, t_2^q, t_3^q \), and \( t_3^q \) are denoted as \( \chi_{s,1}^q, \chi_{s,2}^q, \) and \( \chi_{s,3}^q \), respectively. Supposing the charge on vertex \( p \) is \( q_p \), it is interpolated to a mesh vertex \( t_k^q \) as \( q_p\chi_{s,k}^q/n_{gr} \), where \( k = 1, 2, 3 \). Since vertex \( t_k^q \) is a mesh vertex located on the same poloidal plane \( j + \frac{1}{2} \), we denote its index as \( p' \). We thus obtain the \((p, q, s, p')\) component of the gyroaverage mapping \( P_{ga} \),

\[
P_{ga}(p, q, s, p') = \frac{q_p\chi_{s,k}^q}{n_gn_{gr}}.
\]

The dimensions of the gyroaverage mapping \( P_{ga} \) is \((N_v, (n_{gr} + 1), n_g, N_v)\), where \( N_v \) is the number of mesh vertices in a poloidal plane mesh. \( P_{ga} \) is completely determined through geometric relationships between mesh vertices and triangular elements. As a result, it can be computed once at the beginning of the simulation, stored, and then used later as needed. Moreover, many components of \( P_{ga}(p, q, s, p') \) will be 0. It can therefore be stored in a data structure similar to those used for a sparse matrix to reduce memory usage.
Using the gyroaverage mapping, $P_{ga}$, we can significantly simplify the ion gyroaverage operation, which is step two of the ion charge scatter process. For an imaginary ion particle located on a mesh vertex indexed as $t_k$ with gyroradius $\rho_{t_k}$, we assume the following relationship holds:

$$R_{u-1} \leq \rho_{t_k} < R_u,$$

(19)

where integer index $u \geq 1$ and $u \leq n_{gr}$. The charge deposited from this imaginary ion particle with charge $q_{t_k}$ to any vertex indexed as $v$ is denoted as $q^{t_k,v}$. With linear interpolation, it is determined that,

$$q^{t_k,v} = \frac{q_{t_k}}{n_g} \sum_{s=1}^{n_g} [w_1 P_{ga}(t_k, u-1, s, v) + w_2 P_{ga}(t_k, u, s, v)].$$

(20)

The linear weights are defined as,

$$w_2 = \frac{n_{gr} \rho_{t_k}}{R_0} - \left\lfloor \frac{n_{gr} \rho_{t_k}}{R_0} \right\rfloor,$$

(21)

and,

$$w_1 = 1 - w_2.$$  

(22)

Here $\lfloor \cdot \rfloor$ is the floor function. With Equation 20, the gyroaverage operation now only involves multiplication and summation operations and does not require the expensive search operation. This process is thus greatly simplified numerically, and is also suitable for GPU calculations where the gyroaverage operation can be performed simultaneously for different ion particles.

The third step of ion charge scatter (or the second step of electron charge scatter) is the interpolation of charge at any mesh vertex $p$ in poloidal plane $(j + \frac{1}{2})$ to mesh vertices in the two neighboring poloidal planes $j$ and $(j + 1)$. The end result of this step is a charge field defined on each mesh vertex in each poloidal plane $j$. First, a field-following projection is performed from mesh vertex $p$ to two points $p_1$ and $p_2$ in the neighboring poloidal planes $j$ and $(j + 1)$ along the magnetic field line. The same field-following projection as discussed in the first step of charge scatter is used. Linear interpolation is used in XGCm, where the interpolation weight depends on the arc distance between vertex $p$ and the projected points $p_1$ and $p_2$ along the magnetic field line. The charge is then interpolated from points $p_1$ and $p_2$ to mesh vertices of the triangular element in which each of the two points lies. Linear weights are used in the interpolation and are depending on the barycentric coordinate of $p_1$ and $p_2$ in the two triangular element. Finally, the contributions of all particles belonging to different toroidal sections are summed to the appropriate poloidal planes.

When discussing the charge scatter operation in the above three steps, we only consider the deposition of charge and ignored the discussion of charge density calculation for simplicity. The
calculation of charge density enters the calculations at both step two and three for ion charge scatter or step two for electron charge scatter. Simply speaking, to calculate the charge density defined on each mesh vertex, the charge defined on the same mesh vertex is divided by the volume surrounding that vertex.

4.3.2. Implementation on the GPU

As seen from the discussions in Section 4.3.1, the charge scatter operation for each simulation particle can be done independently. This allows us to perform the charge scatter process on the GPU efficiently, where different hardware threads of the GPU can perform the calculations simultaneously for different mesh elements and particles in that mesh element. In XGCm, particles are stored in the PUMIPic particle structure. The particle structure contains the information of all particles including the mesh element each particle belongs to, and is stored on the GPU memory. The building block for performing charge scatter on the GPU is a Kokkos “parallel_for” loop operation, which is analogous to the “for” loop on the CPU. The “parallel_for” loop is performed on different hardware threads simultaneously for mesh elements and particles with different index, while the “for” loop is performed sequentially on the same CPU thread for each index in the loop.

Listing 1 provides a simplified code, describing how the charge scatter operation is performed on the GPU. “ps” stands for the PUMIPic particle structure object, while “parallel_for” is performed on the GPU and is the equivalent of “for” operation on the CPU. “ptcls” is the variable name of particle structure object, containing all particle information. “scatter_to_vertices” is the name of a user defined C++ language Lambda expression and corresponds to the first step of the charge scatter operation. With “parallel_for”, calculations can be performed simultaneously for different particles belongs to different triangular elements, where each GPU hardware thread operates on one particle at a time. In Listing 1, “e” is the triangular element index, “pid” is the particle index, “mask” is an integer denoting whether the current memory location of “ptcls” object has an actual particle. “x_c” object stores the (r, φ, z) coordinates of all simulation particles, while “x_p” store the coordinates of a single particle with index “pid”. For simplicity, the actual code segment corresponding to the first step of the charge scatter operation is not shown here. The code segment first performs the field-following projection of a particle with index “pid”, then performs the charge deposition where the charge is deposited to the three mesh vertices bounding the projection point.

```cpp
auto x_c = ptcls->get<PTCL_COORDS>();
auto scatter_to_vertices = PS_LAMBDA(const int & e, const int & pid, const int & mask) {
    if (mask) {
        ...
    }
```
4.4. Solving the gyrokinetic Poisson equation

Due to the two dimensional nature, the gyrokinetic Poisson equation can be solved on each poloidal plane separately. Currently, the gyrokinetic Poisson equation, Equation 7, can be solved either on the CPU or the GPU using the PETSc library [37, 35, 36, 40]. In solving this equation, the electrostatic potential is defined on each mesh vertex, and its value is assumed as 0 on the domain boundary.

4.4.1. Linear equations and mesh partition

Equation 7 is linearized and separated into two equations corresponding to two components: the axisymmetric or equilibrium component, and the non-axisymmetric or turbulent component.

The axisymmetric component equation being solved in XGCm is [17, 18, 30],

\[ -\nabla_\perp \cdot \frac{n_0 m}{e B^2} \nabla_\perp \phi_0 + \frac{n_0}{T_{e,0}} \phi_0 = \frac{n_0}{T_{e,0}} \langle \tilde{n}_i - n_{e,NA} \rangle + \frac{n_0}{T_{e,0}} \langle \delta \phi \rangle, \]

(23)

where \( \phi_0 \) is the axisymmetric electrostatic potential, \( e \) is the elementary charge, \( n_0 \) and \( T_{e,0} \) are the background number density and electron temperature, \( \tilde{n}_i \) is the ion guiding center charge density, \( n_{e,NA} \) is the non-adiabatic electron charge density, \( \langle \cdot \rangle \) is the flux-surface average operation, and \( \langle \cdot \rangle \) is the toroidal average operation.

The non-axisymmetric component equation being solved in XGCm is,

\[ -\nabla_\perp \cdot \frac{n_0 m}{e B^2} \nabla_\perp \delta \phi + \frac{n_0}{T_{e,0}} \delta \phi = \delta \tilde{n}_i - \delta n_{e,NA}, \]

(24)

where \( \delta \phi \) is the turbulent electrostatic potential.
Equations 23 and 24 are discretized with linear finite elements and are solved iteratively. Since the two equations have the same linear matrix, they are solved by supplying different right-hand-side vector in the PETSc iterative solver. On each poloidal plane, multiple MPI ranks can be used to solve the two linear equations using the PETSc library.

A general solver partition can be created to solve the linear equation, for example the mesh partition shown in Figure 3a. Another type of mesh partition is created according to the poloidal partition discussed in Section 4.2 and is shown in Figure 6, which is a special case of the PICpart partition shown in Figure 3a. In Figure 6, only 4 mesh partitions are created on the poloidal plane mesh for better visualization. As a first step in solving Equations 23 and 24 using a distributed mesh, we use the flux-surface aligned poloidal partition as shown in Figure 6 to divide the poloidal mesh domain. Usually, at least 10 to 20 poloidal partitions are created in a realistic simulation.

Figure 6: Example of a flux-surface aligned poloidal mesh partition used to solve the gyrokinetic Poisson equation. Here the mesh has four poloidal partitions.

4.4.2. Gyrokinetic Poisson equation solver work flow and numerical implementation

The linear equations, Eq. 23 and Eq. 24 are solved using the Krylov subspace (KSP) method in the PETSc linear system solver library. Due to the positive-definite nature of the linear matrix, the conjugate gradient (CG) method and the geometric algebraic multigrid (GAMG) preconditioner are used. The DMplex object in PETSc is used to handle the unstructured distributed mesh.

Key aspects of the solution process are:
• In Eq.23 and Eq.24, the background density and magnetic field are constants throughout the simulation, hence the left had side linear matrices do not change during the simulation;
• Eq.23 and Eq.24 are solved independently, using CG method with GAMG preconditioner;
• The solutions of Eq.23 and Eq.24 are the equilibrium and turbulent components of the electrostatic potential, $\phi_0$ and $\delta\phi$, respectively;
• On each poloidal plane, $N/N_\phi$ MPI ranks are used to solve the gyrokinetic Poisson equation, where $N$ is the total number of MPI ranks in the simulation and $N_\phi$ is the number of poloidal planes used in the simulation;
• Values of $\phi_0$ and $\delta\phi$ on the boundary of each poloidal plane are set to zero.

The linear equations can be solved either on the CPU or the GPU [37, 40]. In solving the linear equation on the GPU, the left-hand-side linear matrix, the solution vector, and the right-hand-side vector are all stored on the GPU memory. At the beginning of the solution process, the charge density field or the right-hand-side vector is stored on the GPU memory according to Omega mesh data structure. Similarly, at the end of the solution process, the electrostatic potential field or the solution vector is obtained and stored on the GPU memory according to the PETSc library. This is then directly copied to Omega mesh field on the GPU.

4.5. Electric field calculation on unstructured mesh
4.5.1. Numerical algorithm

The electric field vector $\mathbf{E}$ is needed at the particle position in particle push operation, and is defined on each mesh vertex. To calculate its value on each mesh vertex, the input is the electrostatic potential field defined on all mesh vertices in all poloidal planes. $\mathbf{E}$ is divided into two components, the poloidal component $\mathbf{E}_\perp$, and the parallel component $\mathbf{E}_\parallel$ which is parallel to the equilibrium magnetic field $\mathbf{B}$,

$$\mathbf{E} = \mathbf{E}_\perp + \mathbf{E}_\parallel.$$  \hspace{1cm} (25)

The parallel component of the electric field, $\mathbf{E}_\parallel$, is calculated through finite difference of electrostatic potential between neighboring poloidal planes. The calculation is performed along the direction of the equilibrium magnetic field, and the field-following operation discussed in Section 4.3.1 is also performed in the calculation. To ensure the accurate calculation of the poloidal component of the electric field, $\mathbf{E}_\perp$, on an unstructured mesh, the “curvilinear gradient” method [41] is used. The details of the numerical algorithm are discussed in Appendix A.
4.5.2. Implementation on the GPU

The electric field calculations discussed in Section 4.5.1 are performed on the GPU. The numerical implementation is based on the Omega “parallel for” loop structure. The numerical operations can be performed on different mesh vertices simultaneously and independently. This operation only interacts with the mesh field.

Listing 2 gives a demonstrative code, describing how the electric field calculation is performed on the GPU. Other mesh field operations are performed similarly on the GPU using the Omega “parallel for” loop structure. In the code segment, “o” stands for the Omega object, “parallel for” is performed on the GPU and is the equivalent of the “for” loop operation on the CPU, and “mesh” is an Omega variable containing the mesh information and its topology including mesh vertices, triangular elements, and their adjacency relationships. “compute_efield” is the name of a user defined C++ language Lambda expression, and “ivert”, “ivert1”, and “ivert2” are the indices of three mesh vertices. With “parallel for”, the operations on different mesh vertices are performed simultaneously, where each hardware thread of the GPU corresponds to the operations on a single mesh vertex. “efield” stores a single component of the electric field on all mesh vertices, “pot” stores the electrostatic potential on all mesh vertices, and “nverts” is the total number of mesh vertices in a poloidal plane.

```cpp
1 o::Write<o::Real> efield(mesh->nverts(), 0.0);
2 auto compute_efield = OMEGA_H_LAMBDA (const o::LO ivert) {
3     o::LO ivert1 = ivert + 1;
4     o::LO ivert2 = ivert - 1;
5     efield[ivert] = (pot[ivert2] - pot[ivert1]) / 2;
6 }
7 o::parallel_for(nverts, compute_efield, "compute_efield");
```

Listing 2: Demonstrative code showing how the electric field calculation is performed on the GPU.

In Listing 2, the electric field on a mesh vertex with index “ivert”, “efield[ivert]”, depends only on the electrostatic potential values “pot” on two adjacent mesh vertices with index “ivert1” and “ivert2”. This is not representative of the actual numerical algorithms discussed in Section 4.5.1 and in Appendix A, and is shown here as a simple demonstration.

4.6. Field gather

In the particle push operation, we need the electric field vector $\mathbf{E}$ at the simulation particle position. Electric field $\mathbf{E}$ is defined on each mesh vertex in each poloidal plane. Specific to ions, the electric field is gyroaveraged to account for its gyrokinetic nature. We denote its $(i, q, j)$ component as $E_{i,q,j}$. This is defined on a mesh vertex $i$ in a poloidal plane with index $j$ and toroidal angle
\[ \varphi_j = j \Delta \varphi, \] and \( q \) is the index of a gyration orbit with radius \( R_q \). \( R_q \) follows the same definition as in Section 4.3.1. \( i \) is index as \( i = 1, 2, 3, \ldots, N_v \), \( q \) is indexed as \( q = 0, 1, 2, \ldots, n_{gr} \), and \( j \) is indexed as \( j = 0, 1, 2, 3, \ldots, (N_\varphi - 1) \). The electric field vector \( \mathbf{E} \) is stored as a four dimensional array, where the fourth dimension corresponds to its three vector components.

Supposing we have a simulation particle \( P_k \) located at position \((r_k, \varphi_k, z_k)\) with gyroradius \( \rho_k \), it is bounded by two neighboring poloidal planes indexed as \( j_1 \) and \( j_2 \), with toroidal angle \( \varphi_{j_1} = j_1 \Delta \varphi, \varphi_{j_2} = j_2 \Delta \varphi, \) and,

\[
\varphi_{j_1} \leq \varphi_k < \varphi_{j_2},
\]

where \( j_2 = j_1 + 1 \). The gyroradius of particle \( i \) satisfies the following condition,

\[
R_{q_1} \leq \rho_i < R_{q_2},
\]

where \( q_1 \) is indexed as \( q_1 = 0, 1, 2, \ldots, n_{gr} \) and \( q_2 = q_1 + 1 \). Following Equations 15 and 16 we denote the field-following projection of particle \( P_k \) onto poloidal planes \( j_1 \) and \( j_2 \) as points \( P_{k}^{1} \) and \( P_{k}^{2} \). The coordinates of points \( P_{k}^{1} \) and \( P_{k}^{2} \) are \((r_k, \varphi_k^{1}, z_k^{1})\) and \((r_k, \varphi_k^{2}, z_k^{2})\), respectively. Points \( P_{k}^{1} \) and \( P_{k}^{2} \) are located in triangular elements \( t_k^{1} \) and \( t_k^{2} \), where the indices of the three vertices of each triangular element are \((t_{k,1}^{1}, t_{k,2}^{1}, t_{k,3}^{1})\) and \((t_{k,1}^{2}, t_{k,2}^{2}, t_{k,3}^{2})\), and their barycentric coordinates are \((\chi_{k,1}^{1}, \chi_{k,2}^{1}, \chi_{k,3}^{1})\) and \((\chi_{k,1}^{2}, \chi_{k,2}^{2}, \chi_{k,3}^{2})\), respectively. The electric field at the location of the simulation particle \( P_k \) is denoted as \( \mathbf{E}_k \), and is linearly interpolated from the electric field defined on the poloidal plane \( j_1 \) and \( j_2 \),

\[
\mathbf{E}_k = w_{\varphi,1}(\chi_{k,1}^{1} \mathbf{E}_{t_{k,1}^{1},q_1,j_1}^{1} + \chi_{k,2}^{1} \mathbf{E}_{t_{k,2}^{1},q_1,j_1}^{1} + \chi_{k,3}^{1} \mathbf{E}_{t_{k,3}^{1},q_1,j_1}^{1}) + w_{\varphi,2}(\chi_{k,1}^{2} \mathbf{E}_{t_{k,1}^{2},q_1,j_2}^{2} + \chi_{k,2}^{2} \mathbf{E}_{t_{k,2}^{2},q_1,j_2}^{2} + \chi_{k,3}^{2} \mathbf{E}_{t_{k,3}^{2},q_1,j_2}^{2}) + \]

\[
\mathbf{E}_k = w_{\varphi,1}(\chi_{k,1}^{1} \mathbf{E}_{t_{k,1}^{1},q_2,j_1}^{1} + \chi_{k,2}^{1} \mathbf{E}_{t_{k,2}^{1},q_2,j_1}^{1} + \chi_{k,3}^{1} \mathbf{E}_{t_{k,3}^{1},q_2,j_1}^{1}) + w_{\varphi,2}(\chi_{k,1}^{2} \mathbf{E}_{t_{k,1}^{2},q_2,j_2}^{2} + \chi_{k,2}^{2} \mathbf{E}_{t_{k,2}^{2},q_2,j_2}^{2} + \chi_{k,3}^{2} \mathbf{E}_{t_{k,3}^{2},q_2,j_2}^{2}).
\]

In the above equation, the weights \( w_{\varphi,1} \) and \( w_{\varphi,2} \) are defined as,

\[
w_{\varphi,1} = \frac{\varphi_j - \varphi_k}{\Delta \varphi},
\]

and,

\[
w_{\varphi,2} = 1 - w_{\varphi,1}.
\]

In case of electrons, we do not need to perform the gyroaverage operation for the electric field. The second dimension in the electric field vector \( \mathbf{E}_{i,q,j} \) is ignored. It is denoted as \( \mathbf{E}_{i,j} \), representing its value on a mesh vertex \( i \) on a poloidal plane with index \( j \). The electric field at the location of the simulation particle \( P_k \) is denoted as \( \mathbf{E}_k \), and is linearly interpolated from the electric field.
defined on the poloidal plane \( j_1 \) and \( j_2 \),

\[
\mathbf{E}_k = w_{\varphi,1}(\chi_{k,1}^1 \mathbf{E}_{i_{k,1}^1,j_1} + \chi_{k,2}^1 \mathbf{E}_{i_{k,2}^1,j_1} + \chi_{k,3}^1 \mathbf{E}_{i_{k,3}^1,j_1} + \chi_{k,1}^1 \mathbf{E}_{i_{k,1}^2,j_1} + \chi_{k,2}^1 \mathbf{E}_{i_{k,2}^2,j_1} + \chi_{k,3}^1 \mathbf{E}_{i_{k,3}^1,j_1}) + w_{\varphi,2}(\chi_{k,1}^2 \mathbf{E}_{i_{k,1}^2,j_2} + \chi_{k,2}^2 \mathbf{E}_{i_{k,2}^2,j_2} + \chi_{k,3}^2 \mathbf{E}_{i_{k,3}^2,j_2}) + w_{\varphi,3}(\chi_{k,1}^3 \mathbf{E}_{i_{k,1}^3,j_3} + \chi_{k,2}^3 \mathbf{E}_{i_{k,2}^3,j_3} + \chi_{k,3}^3 \mathbf{E}_{i_{k,3}^3,j_3}).
\]

(31)

4.7. Particle push

4.7.1. Numerical algorithm

In XGCm, the ion push operation is performed combining the two-step Runge-Kutta (RK2) and the fourth-order Runge-Kutta (RK4) methods. In each time step, two ion charge scatter operations are performed, corresponding to the two steps of the RK2 method. At the end of each ion charge scatter operation, the gyrokinetic Poisson equation is solved to obtain the updated electrostatic potential. The electric field is then calculated and used to update the particle property corresponding to each step of the RK2 method.

We denote the ion property as \( Y \),

\[
Y = (X, v_\parallel) = (r, \varphi, z, v_\parallel),
\]

(32)

and its time derivative as,

\[
\frac{dY}{dt} = \frac{dY}{dt}(t, Y) = \left( \frac{dX}{dt}, \frac{dv_\parallel}{dt} \right).
\]

(33)

Its value at time step \( t_n \) is denoted as \( Y_n = Y(t_n) \), where \( t_n = n\Delta t \), \( n \) is the time step index, and \( \Delta t \) is the simulation time step size. Its value at time step \( t_{n+1} = t_n + \Delta t \) is denoted as \( Y_{n+1} = Y(t_{n+1}) \), and is calculated using the following equation,

\[
Y_{n+1} = Y_{n+1}^{(2)}.
\]

(34)

\( Y_{n+1}^{(j)} \) corresponds to the updated particle property at step \( j \) of the RK2 method, where \( j \) is indexed as \( j = 1, 2 \).

The RK4 method is embedded in each step of the RK2 method. In step \( j \) of the RK2 method, the ion property is calculated according to the following RK4 method,

\[
Y_{n+1}^{(j)} = Y_n + \frac{\Delta t^{(j)}}{6}(k_1^{(j)} + 2k_2^{(j)} + 2k_3^{(j)} + k_4^{(j)}),
\]

(35)

where,

\[
k_1^{(j)} = \frac{dY^{(j-1)}}{dt}(t_n, Y_n),
\]

(36)
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\[ k_2^{(j)} = \frac{dY^{(j-1)}}{dt}(t_n + \frac{\Delta t^{(j)}}{2}, Y_n + \Delta t^{(j)} \frac{k_1^{(j)}}{2}), \]

\[ k_3^{(j)} = \frac{dY^{(j-1)}}{dt}(t_n + \frac{\Delta t^{(j)}}{2}, Y_n + \Delta t^{(j)} \frac{k_2^{(j)}}{2}), \]

\[ k_4^{(j)} = \frac{dY^{(j-1)}}{dt}(t_n + \Delta t^{(j)}, Y_n + \Delta t^{(j)} k_3^{(j)}), \]

and,

\[ \Delta t^{(j)} = \frac{j}{2} \Delta t. \]

In Equations 36, 37, 38, 39, \( \frac{dY^{(i)}}{dt}(t, Y) \) corresponds to a time derivative calculated using the electric field information after step one of the RK2 method, while \( \frac{dY^{(0)}}{dt}(t, Y) = \frac{dY}{dt}(t, Y) \) corresponds to a time derivative calculated using the electric field at the beginning of each time step.

Similarly, the electron push operation is performed combining the RK2 and RK4 methods. Due to the smaller mass and faster movement of electrons compared to ions, electron subcycling [17, 18, 19, 42] is used to ensure the accuracy of the electron push calculations. In each step of the RK2 method, \( n \) electron subcycling steps are performed. Each electron subcycling step corresponds to a full cycle of the RK4 method. The subcycling time step size, \( \Delta t_{\text{sub}}^{(j)} \), is determined according to the ratio of the ion and electron mass. We have,

\[ \Delta t_{\text{sub}}^{(j)} = \frac{j}{2n} \Delta t, \]

where \( j \) is indexed as \( j = 1, 2 \) and corresponds to each step of the RK2 method. \( n \) is determined according to the following equation,

\[ n = \lfloor \sqrt{\frac{m_i}{m_e}} \rfloor, \]

where \( m_i, m_e \) are the ion and electron mass, respectively, \( \lfloor \cdot \rfloor \) is the floor function, and \( n \) is rounded as an integer.

4.7.2. Implementation on the GPU

Listing 3 provides a simplified code for the implementation of the particle push operation, describing how one step of the RK2 method is performed on the GPU. “ps” stands for the PUMIPic particle structure object [7], while “parallel_for” is performed on the GPU and is the equivalent of the “for” operation on the CPU. “ptcls” is the variable name of the particle structure object, containing all particle information. “push_lambda” is the name of a user defined C++ language Lambda expression and executes one step of the particle push operation. “e” is the triangular element index, “pid” is the particle index, and “mask” is an integer denoting whether the current
memory location of “ptcls” object has an actual particle. “part_one” stores the information of a single particle, “magnetic_field” object stores the equilibrium magnetic field, and “electric_field” stores the electric field needed for particle push. “particle_push()” function updates the particle property of a single particle with index “pid”. With “parallel_for”, the push operations of different particles can be performed on different GPU hardware threads simultaneously.

```
// particle property for all particles
auto x_c = ptcls->get<xgcm::PTCL_COORDS>();
auto ph_c = ptcls->get<xgcm::PTCL_PH>();
auto ct = ptcls->get<xgcm::PTCL_CT>();
auto push_lambda = PS_LAMBDA(const int& e, const int& pid,
   const int& mask) {
   if (mask) {
      // particle property for a particle with index "pid";
      // particle with "pid" is located in triangular element "e".
      Vector9d part_one = {x_c(pid,0), x_c(pid,1), x_c(pid,2),
         ph_c(pid,0), ph_c(pid,1), ph_c(pid,2),
         ct(pid,0), ct(pid,1), ct(pid,2)};
      // particle push operation for a single particle with index "pid".
      particle_push(magnetic_field, ..., electric_field, ..., part_one);
   }
}
ps::parallel_for(ptcls, push_lambda, "ion_push_op");
```

Listing 3: Simplified code showing how the particle push operation is performed on the GPU.

A key operation performed as part of the particle push step is to determine the element in which each particle is after the push, or if the particle has hit the boundary of the simulation domain. Since in a push step, particles only move a small distance with respect to the mesh size, the fact that Omega maintains a complete mesh topology supports the effective implementation of adjacency-based search [13] to determine the element in which the particles are contained after a push operation. In addition, Omega maintains classification of the mesh entities with respect to geometric model [44]. This classification information includes knowledge of which element bounding entities represent portions of plasma facing components and domain boundary, and thus supports effective determination of when and where particles hit a plasma facing component or domain boundary. As the simulation proceeds, particles will need to be migrated between PICparts due either to the fact that they are too close to the PICpart boundary, or to regain load balance.
5. XGCm Code Validation and Test

To validate and test the XGCm code, a series of unit tests were created during the code development process. These unit tests serve as the building blocks to ensure the correctness and accuracy of different numerical algorithms and their implementations in XGCm.

5.1. Validation of the XGCm code

To further validate the code, the circular geometry cyclone base case is performed to study the ion temperature gradient (ITG) turbulence [13], which corresponds to case 5 of Burckel et al. [12]. In this case, the cross-section of the Tokamak device is a circle, representing the closed-flux surface region of a realistic device. With a circular cross-section, the complexity associated with realistic geometrical boundary can be ignored.

5.1.1. Initial and boundary conditions

In this case, a deuterium plasma is considered with an adiabatic electron assumption. Same temperature profile is used for both ion and electron. The initial ion number density is perturbed, corresponding to a single toroidal mode number of 24 with Guassian shape in both the radial and poloidal directions within each poloidal plane [13].

The equilibrium ion number density profile is given in Figure 7a and the equilibrium ion temperature profile is given in Figure 7b. They are defined according to the following function [13],

\[
f(\rho_{vol}(\psi)) = f_0 \left[ \frac{\cosh((\rho_{vol}-\rho_0+\delta f)/\Delta f)}{\cosh((\rho_{vol}-\rho_0-\delta f)/\Delta f)} \right]^{-\kappa_f \Delta f/2},
\]

where function \( f \) denotes either number density \( n \) or temperature \( T \). \( \cosh(\cdot) \) is the hyperbolic cosine function. \( \rho_{vol} \) is the radial coordinate with \( \rho_{vol}(\psi) = V(\psi)/V_{LCFS} \), where \( V(\psi) \) is the volume enclosed by a given flux surface \( \psi \) and \( V_{LCFS} \) is the volume of the last closed flux surface. At a given flux surface \( \psi \) or radial coordinate \( \rho_{vol}(\psi) \), both number density and temperature are constant. \( f_0 \) is the reference value of either temperature or number density at radial coordinate \( \rho_{vol}(\psi) = \rho_0 = 0.5 \). The minor and major radius of the system are \( a = 0.59 \) meter and \( R_0 = 1.68 \) meter, respectively. The system aspect ratio is \( \epsilon = a/R_0 = 0.35 \). Magnetic field on the magnetic axis is \( B_0 = 2.09 \) T. \( \kappa_n \) and \( \kappa_T \) are the maximum value of logarithmic gradient of number density and temperature, respectively, with \( \kappa_n = 2.22 \) and \( \kappa_T = 6.91 \). The characteristic profile widths, \( \delta \) and \( \Delta \), are chosen as 0.075 and 0.02, respectively. Further details of initial conditions can be found in the work of Merlo et al. [13].
Figure 7: Background number density and temperature profiles. Here, $\rho_{vol}$ is the radial coordinate and $\rho_{vol} = 1$ corresponds to the last closed flux surface.

5.1.2. Simulation setup

The simulation mesh is the same at different poloidal planes. Eight poloidal planes are used along the toroidal direction. A coarse poloidal plane mesh is given in Figure 8 for visualization purpose. A mesh convergence study is performed to ensure that the solution does not depend on the mesh size. For results reported here, a final fine mesh with 590,143 triangular elements and 296,046 mesh vertices in each poloidal plane is used. A total of 160 million ion particles are used in the simulation. This ensures that a sufficient number of particles are used and the simulation results are converged with respect to the number of simulation particles. A simulation time step size of $3.91 \times 10^{-7}$ second is used and the simulation is run for a total of 200 time steps.

Figure 8: Simulation mesh in each poloidal plane. Coarse mesh is shown here for visualization purpose.
5.1.3. Simulation results and validation

The contour plot of the turbulent electrostatic potential on a poloidal plane cross-section is shown in Figure 9 for the final time step of 200. The mean-squared average of the turbulent electrostatic potential, $\bar{\phi}(t)$, is obtained as,

$$\bar{\phi}(t) = \frac{1}{N_vN_\phi} \sum_{j=0}^{N_\phi-1} \left( \sum_{i=1}^{N_v} \phi^2(x_i, \phi_j, t) \right),$$  \hspace{1cm} (44)

where $\phi(x_i, \phi_j, t)$ is the electrostatic potential on vertex $x_i$ at time $t$ for a specific poloidal plane indexed as $j$ with toroidal angle $\phi_j$, $N_v$ is the number of mesh vertices in each poloidal plane, and $N_\phi = 8$ is the number of poloidal planes used in the simulation.

![Figure 9: The contour plot of the turbulent electrostatic potential on one poloidal plane cross-section at time step 200.](image)

The turbulence growth rate, $\gamma(t)$, is calculated as

$$\gamma(t) = \frac{d}{dt} \ln(\bar{\phi}(t)), \hspace{1cm} (45)$$

where $\ln(\cdot)$ is the natural logarithm function. The turbulence growth rate from XGCm simulation is compared with that of XGC in Figure 10. Overall, excellent agreement is observed and the average relative difference of turbulence growth rate is less than 0.7% in the linear growth stage.

5.2. ITG Simulation with DIII-D Geometry

As a further test of the XGCm code, realistic DIII-D geometry is used to perform the ITG turbulence simulation. A deuterium plasma is considered with an adiabatic electron assumption. Same temperature profile is used for both ion and electron. The equilibrium ion number density profile is given in Figure 11a and the equilibrium ion temperature profile is given in Figure
Figure 10: Comparison of the growth rate of the turbulent electrostatic potential between XGCm and XGC over time.

11b. In Figure 11a and 11b, $\psi_n = \frac{\psi}{\psi_{\text{LCFS}}}$ is the normalized flux surface, where $\psi$ corresponds to a flux surface and $\psi_{\text{LCFS}}$ corresponds to the last closed flux surface. Both number density and temperature are constant at a given flux surface $\psi$ or $\psi_n$.

Figure 11: Background number density and temperature profile. Here, $\psi_n$ is the normalized poloidal magnetic flux. $\psi_n = 1$ corresponds to the last closed flux curve.

In this case, 32 poloidal planes are used along the toroidal direction. The cross-section is the same as the DIII-D Tokamak as shown in Figure 2. In the simulation, a poloidal plane mesh with 102,359 triangular elements and 51,373 mesh vertices is used. A total of 1.6 billion ion particles are used in the simulation. This ensures that a sufficient number of particles are used and the simulation results are converged with respect to the number of simulation particles. A simulation time step size of $1.5 \times 10^{-7}$ second is used, and the simulation is run for a total of 4400 time steps.

Three contour plots of the turbulent electrostatic potential on one poloidal plane cross-section are shown in Figure 12 for time step 100, 1000, and 4400, respectively. From the contour plots,
it can be seen that turbulence driven by the temperature gradient grows as time proceeds. The turbulent electrostatic potential first develops close to region with $\psi_n = 0.9$, where the background temperature has the largest gradient. The turbulence is then transported towards the core region with smaller $\psi_n$. This agrees with the physical picture of the ITG turbulence transport in the Tokamak [45].

Figure 12: The contour plots of the turbulent electrostatic potential on one poloidal plane cross-section at different time steps.

6. Performance and Scaling

Using the Kokkos programming model, XGCm works fully on current GPU architectures. This includes the Summit supercomputer at the Oak Ridge National Laboratory [46], the Artificial Intelligence Multiprocessing Optimized System (AiMOS) supercomputer at Rensselaer Polytechnic Institute, and the Perlmutter supercomputer at the National Energy Research Scientific Computing Center (NERSC).

XGCm weak scaling study is performed on Summit supercomputer using the same cyclone ITG case as discussed in Section 5.1. In the weak scaling study, a poloidal plane mesh with 590,143 triangular elements and 296,046 mesh vertices is used. 25 million ion particles per GPU are used with an adiabatic electron assumption. The Sell-C-Sigma particle structure is used in PUMIPic to store the simulation particles. 64 poloidal planes are used along the toroidal direction. In each poloidal plane, 24 mesh partitions are used. The number of MPI ranks in each group partition is
increased from 1 to 18 in different simulation cases. This results in larger amount of ion particles being simulated when more MPI ranks are used in a group partition. Each simulation is run for 5 time steps.

A group partition with 1 MPI rank is used in the simulation case with smallest number of computing nodes, while a group partition with 18 MPI ranks is used in the simulation case with largest number of computing nodes. Overall, 256 to 4,608 Summit computing nodes are used in the weak scaling study, equivalent to 1,536 to 27,648 GPUs, where 4,608 computing nodes correspond to full Summit system.

The weak scaling result is shown in Figure 13 where the time cost of major components of the gyrokinetic PIC method are shown. The result presented here is the averaged value, where the time cost of each component is first summed over all the MPI ranks and then averaged by the number of MPI ranks used in a simulation. The time value is then normalized by that of the simulation case with smallest number of computing nodes. Overall, each component in XGCm scales well with the increase in the number of computing nodes or number of MPI ranks. This shows that XGCm demonstrates good weak scaling.

![Figure 13: XGCm weak scaling result on Summit supercomputer using the cyclone ITG case.](image)

We performed another study varying the number of particles used in each GPU without reaching the memory limit. In this study, the same cyclone ITG case is used, with 590,143 triangular elements per poloidal plane. Eight poloidal planes and a total of eight GPU devices are used in different simulation cases, corresponding to one GPU per poloidal plane. The motivation behind this study is to find the optimal workload for each GPU or the optimal number of particles per GPU. The result is shown in Figure 14 where the time cost per particle is plotted for different
particle operations in XGCm. To ensure optimal GPU usage, the time cost per particle needs to be small. According to Figure 14, it is clear that a large number of particles are needed for each GPU in the current simulation case. This number also needs to be balanced by the GPU memory limit. On Summit, the optimal number of particles per GPU is in the range of 20 to 30 million for the current simulation case. Similar values are obtained for other simulation cases not discussed here.

Figure 14: XGCm time cost results on Summit supercomputer using the Cyclong ITG test case. In this study, the number of particles used in each GPU is changed, while the total number of GPUs used is kept constant in different simulation cases.

At this point, the XGCm code development has focused on implementation of the capabilities needed for plasma simulations using delta-f gyrokinetic PIC method. Code profiling and performance improvements are not yet completed. Given that, an initial comparison indicates that the XGCm code exhibits good performance comparable with that of the XGC code. Using the same DIII-D simulation case as discussed in Section 5.2, we compared the simulation time cost of the two codes. We performed two comparisons on NERSC’s Perlmutter supercomputer. In one case, we only used ions with an adiabatic electron assumption, while in another case, we used both ion and electron species. In both cases, 16 poloidal planes are used. In each poloidal plane, there are 102,359 triangular elements and 51,373 mesh vertices. 16 MPI ranks are used, corresponding to one MPI rank per poloidal plane or one GPU per poloidal plane. 64 million ions per GPU are used in the first case, while 40 million ions and 40 million electrons per GPU are used in the second case. In both cases, the Cabana particle structure [34] is used in PUMIPic [7]. The simulations are run for 20 time steps and the time cost is calculated by averaging the result over the number of time steps. The results are shown in Table 1. In both cases, the time cost of the XGCm code is smaller compared to that of the XGC code.
7. Conclusions and Future Work

In this paper, we present XGCm, a validated gyrokinetic Particle-in-Cell (PIC) code that works fully on GPU accelerators. XGCm uses the open-source Omega mesh library and PUMIPic particle library for mesh and particle management, respectively. It achieves good scalability on Nvidia GPU devices and has good code portability using the Kokkos programming model. The gyrokinetic Poisson equation was discretized using the finite element method, and the solution of the resulting linear equation was obtained through the open source PETSc library. We validated the code using the circular geometry cyclone base case, comparing the turbulence growth rate of the electrostatic potential with results from the XGC code, which showed excellent agreement. We also demonstrated good weak scaling of the XGCm code using up to full system (27,648 GPUs) on Oak Ridge National Laboratory’s Summit supercomputer.

Future work will focus on detailed performance analysis of the XGCm code and potential improvement under the current mesh and particle management framework. This paper is only the first step in a mesh-centric approach to the PIC method. As another important aspect, the data access to and the numerical computations on the mesh field should be consistent with those of the particle operations. Mesh-based operations should allow for better memory coalescence, suitable for GPU accelerators. In addition to having particle-to-mesh operation centered on each mesh element, mesh-to-particle and mesh-to-mesh operations should only rely on the local mesh field information. Future work will explore methods to achieve this objective, further improving the performance of current mesh-centric PIC method.
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Appendix A. Gradient Calculation on Unstructured Mesh

Here, we describe the curvilinear gradient method [11] used in XGCm to calculate the gradient of the electrostatic potential on an unstructured mesh. The electrostatic potential at a position \((r, z)\) on a poloidal mesh is \(\phi(r, z)\) in the \((\hat{r}, \hat{z})\) coordinate system, where \(\hat{r}\) and \(\hat{z}\) are the two basis vectors as in the cylindrical coordinate system. Poloidal components of the electric field vector \(\mathbf{E}_\parallel\) are calculated as \(\mathbf{E}_\parallel = -\nabla_\perp \phi(r, z)\). \(\mathbf{E}_\parallel = (E_r, E_z)\), where \(E_r\) and \(E_z\) are the \(\hat{r}\) and \(\hat{z}\) component of the electric field, respectively.

Denote \(\phi_i\) as the electrostatic potential on mesh vertex \(i\) with coordinate \((r_i, z_i)\), and denote \(E_{r,i}\) and \(E_{z,i}\) as the \(\hat{r}\) and \(\hat{z}\) components of the electric field on mesh vertex \(i\). \(i\) is indexed as \(i = 1, 2, 3, ..., N_v\), where \(N_v\) is the number of mesh vertices in the poloidal mesh.

Appendix A.1. Gradient calculation on a triangular element

We first calculate the gradient of the electrostatic potential on any triangular element in the poloidal mesh. For a triangular element \(t\) in the poloidal mesh, assuming its three vertices are \(t_1, t_2, t_3\) in counter clockwise direction. \(t\) is indexed as \(t = 1, 2, 3, ..., M\), where \(M\) is the number of triangular elements in the poloidal plane mesh. In the \((\hat{r}, \hat{z})\) coordinate system, the coordinates of the three vertices are \((r_1, z_1), (r_2, z_2), (r_3, z_3)\). From the three vertices, we can form 2 vectors \(\overrightarrow{l_1}, \overrightarrow{l_2}\) with,

\[
\overrightarrow{l_1} = (r_2 - r_1, z_2 - z_1), \tag{A.1}
\]

\[
\overrightarrow{l_2} = (r_3 - r_1, z_3 - z_1). \tag{A.2}
\]
We can form a curvilinear coordinate system using two basis vectors \( \hat{\xi}, \hat{\eta} \) with origin located on vertex \( t_1 \). We have the freedom to choose the two basis vectors. Here we choose the two vectors \( \overrightarrow{l}_1, \overrightarrow{l}_2 \) as the basis vectors. In the curvilinear coordinate system \((\hat{\xi}, \hat{\eta})\), the coordinates of vertices \( t_1, t_2, \) and \( t_3 \) are \((0, 0)\), \((\xi_a, \eta_a)\), and \((\xi_b, \eta_b)\), respectively. We have,

\[
\xi_a = 1, \quad (A.3)
\]
\[
\eta_a = 0, \quad (A.4)
\]
\[
\xi_b = 0, \quad (A.5)
\]
\[
\eta_b = 1. \quad (A.6)
\]

In the \((\hat{r}, \hat{z})\) coordinate system, the gradient of the electrostatic potential, \( \nabla \perp \phi \), can be written as,

\[
\nabla \perp \phi = \hat{r} \frac{\partial \phi}{\partial r} + \hat{z} \frac{\partial \phi}{\partial z}. \quad (A.7)
\]

Similarly, in the curvilinear coordinate system \((\hat{\xi}, \hat{\eta})\), it can be written as

\[
\nabla \perp \phi = \hat{\xi} \frac{\partial \phi}{\partial \xi} + \hat{\eta} \frac{\partial \phi}{\partial \eta}. \quad (A.8)
\]

In calculating the gradient of the electrostatic potential numerically, we assume that it is piecewise constant on each triangular element. We denote the electrostatic potential values on three vertices of the triangular element \( t \) as \( \phi_1, \phi_2, \) and \( \phi_3 \), respectively. When the curvilinear coordinate system \((\hat{\xi}, \hat{\eta})\) is transferred to a Cartesian coordinate system with orthogonal bases, we can easily calculate the gradient components on the triangular element \( t \) according to Equation \( A.8 \)

\[
\frac{\partial \phi}{\partial \xi} = \frac{\phi_2 - \phi_1}{\xi_a} = \phi_2 - \phi_1, \quad (A.9)
\]
\[
\frac{\partial \phi}{\partial \eta} = \frac{\phi_3 - \phi_1}{\eta_b} = \phi_3 - \phi_1. \quad (A.10)
\]

Using the chain rule, we can also obtain the \( \hat{r} \) and \( \hat{z} \) components of \( \nabla \perp \phi \) in the \((\hat{r}, \hat{z})\) coordinate system,

\[
\frac{\partial \phi}{\partial r} = \frac{\partial \phi}{\partial \xi} \frac{\partial \xi}{\partial r} + \frac{\partial \phi}{\partial \eta} \frac{\partial \eta}{\partial r}, \quad (A.11)
\]
\[
\frac{\partial \phi}{\partial z} = \frac{\partial \phi}{\partial \xi} \frac{\partial \xi}{\partial z} + \frac{\partial \phi}{\partial \eta} \frac{\partial \eta}{\partial z}. \quad (A.12)
\]

In matrix format, Equations \( A.11 \) and \( A.12 \) can be written as:

\[
\begin{bmatrix}
\frac{\partial \phi}{\partial r} \\
\frac{\partial \phi}{\partial z}
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial \xi}{\partial r} & \frac{\partial \eta}{\partial r} \\
\frac{\partial \xi}{\partial z} & \frac{\partial \eta}{\partial z}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial \phi}{\partial \xi} \\
\frac{\partial \phi}{\partial \eta}
\end{bmatrix}
= (J^{-1})^T
\begin{bmatrix}
\frac{\partial \phi}{\partial \xi} \\
\frac{\partial \phi}{\partial \eta}
\end{bmatrix}. \quad (A.13)
\]
In Equation A.13, \( J \) is the Jacobian transformation matrix from \((\hat{r}, \hat{z})\) coordinate system to \((\hat{\xi}, \hat{\eta})\) coordinate system,

\[
J = \begin{bmatrix}
\frac{\partial r}{\partial \xi} & \frac{\partial r}{\partial \eta} \\
\frac{\partial z}{\partial \xi} & \frac{\partial z}{\partial \eta}
\end{bmatrix}.
\] (A.14)

Using geometric relations between the two coordinate systems on triangular element \( t \), we can determine all elements of the Jacobian transformation matrix,

\[
\frac{\partial r}{\partial \xi} = \frac{r_2 - r_1}{\xi_a} = r_2 - r_1, \quad (A.15)
\]

\[
\frac{\partial r}{\partial \eta} = \frac{r_3 - r_1}{\eta_b} = r_3 - r_1, \quad (A.16)
\]

\[
\frac{\partial z}{\partial \xi} = \frac{z_2 - z_1}{\xi_a} = z_2 - z_1, \quad (A.17)
\]

\[
\frac{\partial z}{\partial \eta} = \frac{z_3 - z_1}{\eta_b} = z_3 - z_1. \quad (A.18)
\]

Substituting Equations A.14, A.15, A.16, A.17, and A.18 into Equation A.13, the electrostatic potential gradient \( \nabla_{\perp} \phi \) on triangular element \( t \) is calculated in the \((\hat{r}, \hat{z})\) coordinate system,

\[
\begin{bmatrix}
\frac{\partial \phi}{\partial r} \\
\frac{\partial \phi}{\partial z}
\end{bmatrix} = \frac{1}{\det(J)} \begin{bmatrix}
(z_2 - z_3)(z_3 - z_1)(z_1 - z_2) \\
(r_3 - r_2)(r_1 - r_3)(r_2 - r_1)
\end{bmatrix} \begin{bmatrix}
\phi_1 \\
\phi_2 \\
\phi_3
\end{bmatrix}.
\] (A.19)

Here \( \det(J) \) is the determinant of the Jacobian transformation matrix \( J \).

Appendix A.2. Area-weighted gradient calculation on a mesh vertex

To obtain the gradient of electrostatic potential on each mesh vertex in the poloidal mesh, we use area-weighted average of the triangular element gradient. All triangular elements surrounding a mesh vertex are included in the average process. We denote the gradient of the electrostatic potential on a mesh vertex \( i \) as \( \nabla_{\perp} \phi|_i = (\frac{\partial \phi}{\partial r}|_i, \frac{\partial \phi}{\partial z}|_i) \), and similarly denote the gradient of the electrostatic potential on a triangular element \( t \) as \( \nabla_{\perp} \phi|_t = (\frac{\partial \phi}{\partial r}|_t, \frac{\partial \phi}{\partial z}|_t) \). \( \nabla_{\perp} \phi|_t \) is calculated in Appendix A.1.

We denote the number of triangular elements surrounding vertex \( i \) as \( n_i \). For a triangular element \( t \), its area is \( a_t \), where \( t \) is indexed as \( k = 1, 2, 3, ..., n_i \). The \( \hat{r} \) and \( \hat{z} \) components of \( \nabla_{\perp} \phi|_i \) are calculated using the area weighted average,

\[
\frac{\partial \phi}{\partial r}|_i = \sum_{t=1}^{n_i} w_{i,t} \frac{\partial \phi}{\partial r}|_t, \quad (A.20)
\]
\[
\frac{\partial \phi}{\partial z} \bigg|_i = \sum_{t=1}^{n_t} w_{i,t} \frac{\partial \phi}{\partial z} \bigg|_t.
\]  
(A.21)

In the above equations, \(w_{i,t}\) is the area weight and \(w_{i,t} = a_t / \sum_{t=1}^{n_t} a_t\).

**Appendix A.3. Gradient calculation suitable for numerical simulation**

In this section, we rewrite the gradient calculation discussed in Appendix A.1 and Appendix A.2 using matrix-vector operations, so that it is suitable for numerical simulation. Written as matrix-vector products, the gradient calculation can be performed for each mesh vertex by looping through all mesh vertices on the CPU. Alternatively, it can be performed on multiple hardware threads of the GPU simultaneously. Here, we discuss the numerical algorithms suitable for the GPU.

We introduce the electrostatic potential vector \(\Phi\), which stores the values of electrostatic potential on all mesh vertices,

\[
\Phi = \begin{bmatrix}
\phi_1 \\
\phi_2 \\
\vdots \\
\phi_j \\
\vdots \\
\phi_{N_v}
\end{bmatrix}.
\]  
(A.22)

The length of vector \(\Phi\) is \(N_v\), which is the number of mesh vertices in each poloidal plane mesh. We also define a row vector \(R_t^i\) corresponding to a pair of vertex and triangular element, with index \(i\) and \(t\), respectively,

\[
R_t^i = \begin{bmatrix}
g_{i,1} & g_{i,2} & g_{i,3} & \cdots & g_{i,N_v}
\end{bmatrix}.
\]  
(A.23)

In vector \(R_t^i\), \(i\) is vertex index and is indexed as \(i = 1, 2, 3, ..., N_v\), while \(t\) is triangular element index and is indexed as \(t = 1, 2, 3, ..., M\).

The \(r\) component gradient term defined on a triangular element \(t\) is \(\frac{\partial \phi}{\partial r} \bigg|_t\). It can be written as a product of \(R_t^i\) and \(\Phi\) according to Equation A.19

\[
\frac{\partial \phi}{\partial r} \bigg|_t = R_t^i \Phi.
\]  
(A.24)

In reference to Equation A.19, only 3 elements of vector \(R_t^i\) are non-zero. The 3 non-zero elements of vector \(R_t^i\) correspond to the three vertices \(t_1\), \(t_2\), and \(t_3\) of the triangular element \(t\). They are \(g_{i,t_1}\), \(g_{i,t_2}\), and \(g_{i,t_3}\), with,

\[
g_{i,t_1} = \frac{1}{\text{det}(J_t)}(z_2 - z_3),
\]  
(A.25)
\[ g_{i,t_2} = \frac{1}{\det(J_t)}(z_3 - z_1), \]  
(A.26)

\[ g_{i,t_3} = \frac{1}{\det(J_t)}(z_1 - z_2). \]  
(A.27)

All other elements of \( R^t_i \) are 0. Here \( \det(J_t) \) is the determinant of the Jacobian transformation matrix \( J_t \) corresponding to triangular element \( t \).

The \( \hat{r} \) component gradient term defined on a mesh vertex \( i \) is \( \frac{\partial \phi}{\partial r} \big|_i \). It can be similarly written as product of \( R^t_i \) and \( \Phi \), by substituting Equation A.24 into Equation A.20.

\[ \frac{\partial \phi}{\partial r} \big|_i = \sum_{t=1}^{n_i} w_{i,t} R^t_i \Phi = R_i \Phi. \]  
(A.28)

Here, the row vector \( R_i \) is defined as,

\[ R_i = \sum_{t=1}^{n_i} w_{i,t} R^t_i. \]  
(A.29)

As defined above, \( R_i \) is calculated as the area weighted average of row vectors \( R^t_i \). The non-zero elements of row vector \( R_i \) correspond to all the mesh vertices of triangular elements surrounding mesh vertex \( i \). We denote the maximum number of non-zero elements as \( q_i \). \( q_i \) is the number of unique mesh vertices sharing a triangular element with vertex \( i \). In general, \( q_i \) is less than \( 3n_i \), and is much smaller than the total number of mesh vertices \( N_v \). Each non-zero element of \( R_i \) is determined through a combination of Equations A.25, A.26, A.27, and A.29. \( R_i \) is determined by the geometric relations between mesh vertices and triangular elements in the poloidal mesh.

Similar to \( \Phi \), we introduce the \( \hat{r} \) component electric field vector \( \mathbf{E}_r \), which stores the values of electric field on all discrete mesh vertices,

\[ \mathbf{E}_r = \begin{bmatrix} E_{r,1} \\ E_{r,2} \\ \vdots \\ E_{r,j} \\ \vdots \\ E_{r,N_v} \end{bmatrix}, \]  
(A.30)
We further define the $\hat{r}$ component gradient operator matrix $R$,

$$
R = \begin{bmatrix}
R_1 \\
R_2 \\
... \\
R_i \\
... \\
R_{N_v}
\end{bmatrix}.
$$  \hspace{1cm} (A.31)

In the above equation, each row of matrix $R$ is the row vector $R_i$. The size of matrix $R$ is $N_v \times N_v$. Matrix $R$ is a sparse matrix with a maximum of $q_i$ non-zero elements in row $i$. Similar to row vectors $R_i$, matrix $R$ is determined by the geometric relations between mesh vertices and triangular elements in the poloidal plane mesh. It can be precomputed once at the beginning of the simulation, stored, and used later when needed.

In reference to Equations [A.28] [A.30] and [A.31], we can compute the $\hat{r}$ component electric field on all discrete mesh vertices, by applying the gradient operator matrix $R$ to electrostatic potential vector $\Phi$,

$$
E_r = -R\Phi.
$$  \hspace{1cm} (A.32)

We can similarly define the $\hat{z}$ component gradient operator matrix $Z$,

$$
Z = \begin{bmatrix}
Z_1 \\
Z_2 \\
... \\
Z_i \\
... \\
Z_{N_v}
\end{bmatrix}.
$$  \hspace{1cm} (A.33)

Here row vector $Z_i$ is defined as,

$$
Z_i = \sum_{t=1}^{n_v} w_{i,t} Z_{i,t}^t,
$$  \hspace{1cm} (A.34)

and row vector $Z_{i,t}^t$ is defined as,

$$
Z_{i,t}^t = \begin{bmatrix}
h_{i,1} \\
h_{i,2} \\
h_{i,3} \\
... \\
h_{i,N_v}
\end{bmatrix}.
$$  \hspace{1cm} (A.35)

The three non-zero elements in row vector $Z_{i,t}^t$ are defined as,

$$
h_{i,t4} = \frac{1}{\text{det}(J_i)}(r_3 - r_2),
$$  \hspace{1cm} (A.36)
\[ h_{i,t_2} = \frac{1}{\det(J_t)} (r_1 - r_3), \quad \text{(A.37)} \]
\[ h_{i,t_3} = \frac{1}{\det(J_t)} (r_2 - r_1). \quad \text{(A.38)} \]

Similarly introducing the \( \hat{z} \) component electric field vector \( \mathbf{E}_z \),

\[
\mathbf{E}_z = \begin{bmatrix}
E_{z,1} \\
E_{z,2} \\
\vdots \\
E_{z,j} \\
\vdots \\
E_{z,N_v}
\end{bmatrix}, \quad \text{(A.39)}
\]

we can compute \( \mathbf{E}_z \) by applying the gradient operator matrix \( Z \) to electrostatic potential vector \( \Phi \),

\[ \mathbf{E}_z = -Z\Phi. \quad \text{(A.40)} \]

In calculating the \( \hat{r} \) and \( \hat{z} \) components of the electric field \( \mathbf{E}_r \) and \( \mathbf{E}_z \) numerically, we can take advantage of the factor that gradient operator matrices \( R \) and \( Z \) are sparse matrices. By doing so, we can significantly reduce the numerical operations needed from \( O(N_v \times N_v) \) to \( O(\sum_{i=1}^{N_v} q_i) \).
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