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A B S T R A C T

On the eve of component procurement, this paper discusses the present physics basis for the first ITER tungsten
(W) divertor, beginning with a reminder of the key elements defining the overall design, and outlining relevant
aspects of the Research Plan accompanying the new “staged approach” to ITER nuclear operations which fixes
the overall divertor lifetime constraint. The principal focus is on the main design driver, steady state power
fluxes in the DT phases, obtained from simulations using the 2-D SOLPS-4.3 and SOLPS-ITER plasma boundary
codes, assuming the use of the low Z seeding impurities nitrogen (N) and neon (Ne). A new perspective on the
simulation database is adopted, concentrating purely on the divertor physics aspects rather than on the core-
edge integration, which has been studied extensively in the course of the divertor design evolution and is
published elsewhere. Emphasis is placed on factors which may increase the peak steady state loads: divertor
target shaping for component misalignment protection, the influence of fluid drifts, and the consequences of
narrow scrape-off layer heat flux channels. All tend to push the divertor into an operating space at higher sub-
divertor neutral pressure in order to remain at power flux densities acceptable for the target material. However,
a revised criterion for the maximum tolerable loads based on avoidance of W recrystallization, sets an upper
limit potentially ∼50% higher than the previously accepted value of ∼10 MW m−2, a consequence both of the
choice of material and the finalized component design. Although the simulation database is currently restricted
to the 2-D toroidally symmetric situation, considerable progress is now also being made using the EMC3-Eirene
3-D code suite for the assessment of power loading in the presence of magnetic perturbations for ELM control.
Some new results for low input power corresponding to the early H-mode operation phases are reported,
showing that even if realistic plasma screening is taken into account, significant asymmetric divertor heat fluxes
may arise far from the unperturbed strike point. The issue of tolerable limits for transient heat pulses is an open
and key question. A new scaling for ELM power deposition has shown that whilst there may be more latitude for
operation at higher current without ELM control, the ultimate limit is likely to be set more by material fatigue
under large numbers of sub-threshold melting events.

1. Introduction

Building on about 20 years of physics simulation, engineering

design and component testing, the ITER tokamak divertor is the largest
and most complex ever to be constructed. When the ITER Organization
(IO) was formed in 2007, the divertor was initially designed as a
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component featuring both carbon fibre composite (CFC) and tungsten
(W) armour, with carbon in the high heat flux (HHF) regions to facil-
itate commissioning and operation in the early, non-active phases of
ITER exploitation [1]. Following an initial proposal by the IO in 2011 to
abandon the CFC/W design in favour of an all-W variant for the be-
ginning of operations, the decision in 2013 to switch to a fully W ar-
moured component required not only design changes, but new physics
analysis of performance at high power in a metal environment with
extrinsic radiators for divertor detachment control. An early assessment
of the risks engendered by the switch to full-W from the start of op-
erations from the point of view of plasma-wall interactions was pub-
lished in [2], coincident with the decision to abandon the CFC-W de-
sign, followed by the study in [3] of divertor performance and core-
edge integration under burning plasma conditions for an impurity
seeded (carbon-free) environment. The issue of edge localized mode
(ELM) induced W release and transport has also been separately ex-
amined in some detail with respect to W core contamination [4,5].

On the eve of component procurement, this paper discusses the
present physics basis, developed in support of the final design in the
period since 2013, with invaluable and numerous contributions from
the research community within the ITER Parties. In common with [2],
when the physics basis for the full-W option was first discussed, the
starting point is a consideration of required lifetime for the first divertor
(Section 2). This can now be updated following the recent completion
of a more detailed ITER Research Plan (IRP) [6] accompanying the
2017 publication of the revised ITER Baseline Schedule up to the end of
the first phases of fusion power operation.

As the principal design driver, the emphasis in the paper will be on
steady state power flux densities in the deuterium–tritium (DT) phases
(Section 3), drawing heavily on the “carbon-free” SOLPS-4.3 plasma
boundary simulation code database first introduced in [3], itself a more
extensive repeat of earlier studies with metal walls but with an older
divertor geometry [7]. In addition to discussing some of the key results
with regard to divertor performance, the analysis in [3] focused on
core-edge integration to examine the impact on the burning plasma
operation window of the switch to non-carbon plasma-facing compo-
nents (PFC) and extrinsic radiators for power flux control. Here, the
simulation database is revisited with divertor performance in mind and,
in particular the issue of the peak divertor target stationary power flux
density, q⊥,pk, where the symbol “⊥” refers here, and subsequently
throughout the paper, to the quantity on the real target surface (hence
the quantity most important to those designing the divertor PFCs). An
important distinction to make in the context of this power density when
discussing modelling results (thus particularly important in this paper),
is the power flux density on a toroidally symmetric target, which is the
standard quantity produced by 2-D plasma boundary code modelling,
and that on a shaped divertor target, which can also readily be ex-
tracted from the code calculations. In this paper, the toroidally sym-
metric value is referred to through the variable qsym with its counterpart
with shaping included denoted as qshp. Section 3 will discuss the dif-
ferences in detail.

It has long been asserted in the engineering literature linked to the
ITER divertor that q⊥,pk = 10 MWm−2 is a value which must be
managed by the actively cooled divertor technology and this has been
used as the qualification standard for laboratory testing of HHF com-
ponents. This is indeed the “target” value taken in the very extensive
series of SOLPS studies which have been conducted for the ITER di-
vertor over more than two decades, for different design variants, ma-
terials (carbon or carbon-free), including evolution of the code itself
(particularly the inclusion of neutral–neutral interactions in the kinetic
neutral model). But there is a large variation in the predicted value of
q⊥,pk, which is very sensitive to the operating point, and 10 MW m−2

can readily be exceeded. The focus of these code studies has been
placed on finding ways of divertor control such that the dual require-
ments of q⊥,pk at or below the imposed limit and adequate plasma

performance to achieve the burning plasma goals, are simultaneously
achieved. In the course of developing the coupled core-edge transport
model used extensively for analysis of ITER operational scenarios, a set
of key discharge control and core-edge interface parameters were
identified (Section 3). It was found that restricting q⊥,pk to 10 MW m−2

yields a reasonable operational window (the range of viable input
parameters which result in acceptable performance of ITER as a fusion
device) for most of the assumptions made on the transport properties of
the core and boundary plasmas. The value of target loading in ITER is
not therefore a prediction of SOLPS modelling, but rather the constraint
imposed to restrict the acceptable range of core plasma performance.
Although this paper focuses on divertor performance and not on the
details of the integrated core-edge modelling, it should be clear that all
the simulations from the ITER SOLPS database used here have been
performed with core compatibility in view.

In reality, it is technology which places the limit on the tolerable
q⊥,pk. At the time of the very first ITER designs, well before formation of
the IO, when CFC was also still envisaged as an option for nuclear
operation [8], CFC and W monoblock (MB) technology was under de-
velopment and neutron irradiated samples were later shown to be able
to withstand several thousand stationary cycles at 10 MW m−2 and
hundreds more at twice this value without failure of the cooling
channel (see e.g. [9]). With the decision to begin ITER operations with a
full-W divertor, for which the final design is essentially complete, and
now with a more precise idea of the Research Plan which defines the
conditions and expected lifetime of the first divertor, it is timely to re-
examine the criterion on q⊥,pk and ask what should be the real margin
on the tolerable value (Section 4).

In the case of transient loads (principally ELMs and disruptions),
there has been some advance in physics understanding since the deci-
sion to switch to full W (Section 5). A new multi-machine scaling for
ELM target energy deposition [10] again provides some margin for
ITER in comparison to baseline assumptions at the beginning of the
ITER divertor design activities. However, detailed studies in recent
years of the consequences of the discrete PFC structure imposed by the
need for active cooling, and the experimental observation of material
surface degradation under very large numbers of sub-(melting)
threshold transients, still impose a very high level of ELM mitigation if
risks of lifetime issues are to be minimized. Regarding disruptions, they
remain a major threat to component lifetime if not sufficiently miti-
gated, particularly the consequences of runaway electrons. In the case
of disruption-induced thermal plasma loads, specifically at the thermal
quench, some benefit is now expected from W vapour shielding.

Overall, a general conclusion of this review of the ITER W divertor
physics basis will be that both physics and engineering constraints will
likely force stationary high performance operation to be at high di-
vertor neutral pressures, requiring strong volumetric dissipation by
seeded, low Z impurity, but hopefully remaining in the partially de-
tached state. It will also find that although there is reasonable con-
fidence from the extensive simulation activity that this expectation can
be fulfilled, there remain a large number of questions to be addressed
by tokamak plasma boundary and plasma-wall interaction community
in the years leading up to ITER operation. The conclusions section of
the paper attempts to highlight the key issues.

2. The ITER divertor and expected lifetime

The key physics design features of the ITER divertor are summarized
in Fig. 1. Based on decades of divertor research in tokamaks throughout
the ITER partners and 20 years of plasma boundary simulation activity,
it features deep, baffled vertical inner and outer targets (henceforth
referred to as IT and OT respectively), inner and outer reflector plates
and a dome structure located under the lower X-point of the magnetic
equilibrium, separating the inboard and outboard divertors. A detailed
record of the various physics design studies which have been conducted
in the years both prior to and after the formation of the IO, may be
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found in the literature, see [3,7,11–33] for a comprehensive list. In the
last of these papers [33], Kukushkin and Pacher provide a brief, yet
critical summary of the importance of neutral recirculation within the
divertor and how this process is key to controlling divertor operation
and performance. In particular, the free neutral particle exchange be-
tween the inner and outer divertors is found crucial for reducing in-out
target power asymmetries under partially detached conditions. This has
been influential in fixing the final ITER divertor design (Fig. 1). The
most recent study at the time of writing has focused on the detailed
consequences of rigid downward plasma displacements and how the
detachment character is modified when strike points access the quasi-
horizontal reflector plates [34].

The mechanical/thermohydraulic design has also been the subject
of several papers (e.g. [35]). Since the 2013 decision to switch to full-
W, the major issue to resolve was the question of surface shaping of the
W MBs comprising the inner and outer vertical target armour to protect
against eventual misalignments arising during manufacturing and as-
sembly. A great deal of physics activity, both computationally and
within the ITER Party experimental facilities (see [36,37]), together
with detailed engineering study [38], has now concluded that the W
MBs in the HHF regions of the vertical targets will be toroidally bev-
elled to hide radial misalignments on poloidal gap edges between tor-
oidally adjacent components, but that no shaping solution will be im-
plemented to protect toroidal gap edges between poloidal neighbours.
Section 3.2 will return briefly to this decision, the rationale and con-
sequences for stationary power handling.

When discussing the physics basis and in particular the link to
materials, the required component lifetime is an important factor. The
ITER tungsten divertor physics assessment in [2] assumed, as here, that
the component is nominally expected to survive until the end of the first
DT campaigns. At that time, the precise meaning of “first DT cam-
paigns” was not well defined. Since then, the IO has released a revised
Baseline Schedule with a 4-staged approach from first plasma (FP)
through to DT operations (Fig. 2), passing through two “Pre-Fusion
Power Operations (PFPO) non-active phases (using only hydrogen (H)
and helium (He) fuel) before beginning Fusion Power Operation (FPO).
From the date of FP (which will be obtained with only temporary in-
vessel components), the end of the FPO phase, which defines the life-
time requirement for the first divertor, is expected ∼16 years later. The
first divertor is to be installed in “Assembly Phase II”, the 2 year period
following FP and before the start of the PFPO-1 phase.

Along with the new staged approach, the IO has developed a much
more detailed Research Plan [6], from which an approximate idea of
the likely number of discharges and plasma exposure time can be

derived. Table 1 summarizes the result of this exercise, in which the
first part of the FPO phase, up to the achievement of the Project's fusion
goals, has been broken down into the three envisaged campaigns (FPO-
1-3). At the end of FPO-3, the divertor is expected to be replaced. The
numbers in Table 1 have been rounded up and should be taken as in-
dicative only.

It is thus expected that at end of life, the first divertor will have
endured ∼9 × 106 s of plasma exposure over a 16 year lifetime, with
∼10% of this occurring during the PFPO phases when only H and He
fuel will be used and heating powers will, for the most part, be sig-
nificantly lower than during nuclear operation. The exposure condi-
tions (target particle flux densities, heat fluxes etc., see Section 3) can
only be obtained from the kinds of simulation study described here and
are in any case uncertain in view of the very large variety of plasma
discharges which will be executed in the years leading to the achieve-
ment of the principal first goal of burning plasmas at a fusion gain
QDT ∼ 10. The fact that burning plasmas dominate the integral fluence
which will be intercepted by the divertor over its lifetime, justifies the
focus of the divertor simulation database on conditions appropriate to
FPO. In fact, the FPO-1 phase is largely focused on discharges of shorter
flattop duration (e.g. ∼50 s), with substantial time dedicated to DD
operation, including L-mode development to high current, DD then DT
H-mode plasmas at 7.5 MA/2.65 T and finally optimization of DT fusion
performance towards QDT = 10 at 15 MA/5.3 T. In FPO-2, approxi-
mately half of the programmatic time is foreseen for expansion of op-
eration to full ITER baseline inductive performance (QDT = 10 for
durations of 300–500 s). During the latter stages of FPO-2 and
throughout FPO-3, emphasis is expected to turn to non-inductive op-
eration at lower plasma current (Ip), lower QDT and longer pulse length
(target is QDT ∼ 5 for 3000 s), for which plasma boundary simulations
at ITER have not yet begun. Such operation is expected to involve si-
milar powers into the scrape-off layer (SOL), PSOL ∼100 MW, as will be
the case at QDT = 10, but may have broader heat flux profiles de-
pending on the scaling of the near-SOL parallel heat flux channel width
(see Section 3.1.2). The higher q95 of these discharges will also modify
the wetted area for thermal plasma deposition on the divertor targets
(Section 3.2.1). In general, plasma boundary modelling of advanced
scenario plasmas on current devices is almost completely absent and the
whole issue of the compatibility of a radiative divertor under conditions
of non-inductive operation remains largely unexplored.

Neglecting the the PFPO phases, Table 1 shows that the first ITER
divertor is expected to be exposed to ∼8 × 106 plasma seconds
(∼2200 h) during the FPO phases, though not all of this time will be
spent under burning plasma conditions and the level of detail achiev-
able at this stage in the IRP does not allow very accurate estimates of
the total discharge duration. This estimated exposure time should be
compared with the integral campaign exposures on JET with the ITER-
Like Wall (ILW), which, at the time of writing, had completed 3 sepa-
rate campaigns with a total of 27.2 h of plasma in X-point configuration
in ILW-1 and 2 [39] and 18.5 h in ILW-3 [40] for a total of 47.5 h of
divertor exposure since ILW operation began in 2011. As shown in
Section 3 (Fig. 5), integral ion fluences on the ITER divertor targets
(sum of IT and OT) at QDT ∼10 should be in the range (4–8) × 1024 s−1

at the higher divertor neutral pressures at which operation is expected
(∼10 Pa). This can be compared with the integral divertor target flu-
ence measured carefully at JET during a detailed gas balance study
performed at the end of the first ILW campaign in which 151 identical
Type I ELMing deuterium ELMing H-mode discharges (∼9 s H-mode
phase in each pulse) were run in a 2 week operational period, yielding
2500 plasma seconds in divertor configuration (with ∼1360 s in H-
mode) for a total integrated divertor ion fluence of ∼5.3 × 1026 ions
[41]. A similar 2500 s period on ITER during QDT = 10 operation
(equivalent to ∼5 baseline discharges at maximum expected pulse
length) would, according to ITER plasma boundary simulations
(Section 3), yield a maximum integrated target fluence of
∼(1–2) × 1028 ions, up to a factor 40 higher than at JET (but more if

Deep vertical targets with baffle 
regions promoting detachment and 
reducing neutral escape to the core

Reflector plates protect against 
downward strike point excursions

Dome reduces 
neutral escape
and improves
pumping

Transparency 
between 
targets for 
neutral 
recirculation

Poloidal
gaps

Toroidal
gaps

Fig. 1. CAD representation of a single ITER W divertor cassette highlighting
some key physics features of the design. Note the strong shaping on the OT
baffle for mitigation of downward vertical displacement disruptive loads. The
inset shows an example of the vertical target toroidally bevelled monoblocks
with the gap naming convention referred to in Section 5.
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only the JET H-mode phases are considered). Extrapolating this to the
estimated 8 × 106 s of ITER divertor exposure time during FPO
(Table 1) gives total integrated fluences of ∼(1.6–3.2) × 1031 ions with
peak divertor particle flux densities in the range ∼5 × 1023 m−2 s−1

(Fig. 5).

3. Steady state power handling

As the previous section has discussed, the main design drivers for
the ITER divertor are the stationary heat fluxes expected during the
burning plasma phases. For an actively cooled component, it is the
ability to exhaust the incident plasma power with sufficient margin
below critical heat flux (CHF) [42] which sets the tolerable peak sta-
tionary heat loads (see also Section 4). Sufficient particle exhaust and
impurity compression are also critical if core He and impurity content
are to remain within acceptable limits for the required fusion gain.
Together, these heat and particle exhaust conditions determine the
machine steady state operational boundary.

The question of core-SOL compatibility is of critical importance for
ITER and reactors in general and has been considered extensively
during the ITER divertor design activities (see e.g. [3,21]). The very
different characteristic timescales for the core (tens of seconds) and SOL
(milliseconds) mean that numerical coupling of the two regions is
computationally impractical for the kinds of parametric studies re-
quired to scope divertor performance and its effect on the core. The
computational challenge is made particularly acute by the extremely
long wall clock times required to converge even a single stationary
plasma boundary solution if this is performed at the level required for
the highest fidelity results (e.g. in terms of overall particle balance). The
approach adopted at IO has thus been to produce a series of scaling
relationships between key divertor operational parameters (the two
most important of which are q⊥,pk and the average divertor neutral
pressure, pn– see Section 3.1.1 for the definition of the latter) and to use
these scalings to determine outer boundary conditions for the core (e.g.
separatrix D, T, He and impurity densities, ion and electron

temperatures and inward neutral DT and He fluxes). The core model
(traditionally the 1.5D code ASTRA for the IO studies [[21],[24],[30],
[31]) provides input to the scaling relationships (e.g. PSOL and the DT
flux into the SOL) and takes as control parameters the core fuelling flux
(dominated by pellets in ITER burning plasmas), the puffed gas flux and
the additional heating power.

Thus, the overall plasma control parameters (actuators) in the
model are the auxiliary heating power, pellet fuelling and gas puffing
rates, pumping speed and impurity seeding level. All are real “en-
gineering” quantities, directly controllable, in contrast to a parameter
such as separatrix electron density which is often used as a constraint in
modelling current devices by virtue of the fact that it is often measured
and is thus known. The interface parameters transmitted from the core
to the edge models are the flows across the internal grid edge of the
power in the fuel ion and electron channels and of the ions of all the
species involved (e.g. He and seed impurities). The separatrix-averaged
values of the fuel ion and electron temperatures and of the density of all
the ion species involved, which form the boundary conditions for the
core, together with the neutral flows across the separatrix into the core,
which contribute to the core fuelling, are the parameters transmitted
from the edge to the core.

More recently, fully coupled core-edge-SOL time-dependent simu-
lations have started to be performed, for example with the JINTRAC
code suite (see e.g. [43]), which employs the EDGE2D-Eirene plasma
boundary model, a similar code to the SOLPS package which has been
the workhorse of the ITER divertor physics design. These fully in-
tegrated simulations have the advantage of being able to capture im-
portant time dependent features such as ELMs and confinement tran-
sitions, but, in the interests of computational time, generally deploy the
plasma boundary code in a less intensive manner than for stationary
(time independent) simulations (for example launching typically much
lower numbers of particles in the Eirene neutral kinetic modelling and
ignoring neutral-neutral collisions).

This section now focuses on the database of stationary SOLPS si-
mulations which have been used to scope the ITER divertor operational
window and refine details of the design, leaving aside the question of
core-SOL integration. Emphasis will be largely on q⊥,pk and its depen-
dence on pn since both are key controlling parameters. They are
strongly linked.

The allowable power flux density is fixed by technology, whereas its
actual value is determined mostly by PSOL, the total particle content, ND

and by the impurity concentration in the plasma outside the separatrix,
fixed by impurity seeding [44]. Under conditions of strong recycling in
the divertor, the particle throughput in the edge plasma is much lower
than the recycling fluxes and the timescales for the formation of profiles
of plasma parameters in the SOL and divertor are much shorter than
those for changing the particle content. It is thus the latter which
controls divertor performance.

Whilst ND is a quantity convenient for simplified theoretical analysis

Fig. 2. Schematic breakdown of the revised baseline schedule with 4-staged approach to achievement of burning plasmas. Nominal end of life of the first divertor is
the end of the FPO phases.

Table 1
Approximate breakdown of the non-active (PFPO) and active (FPO) ITER
campaigns in terms of operation days, pulses and discharge time. Extracted
from [6].

Phase Days Pulses Duration (s)

PFPO-1 470 5700 3 × 105

PFPO-2 545 5600 6 × 105

Total PFPO 1015 11300 9 × 105

FPO-1 170 2200 5.5 × 104

FPO-2 415 5400 1.8 × 106

FPO-3 335 4400 6.1 × 106

Total FPO 1090 12000 ∼8 × 106
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of divertor performance, it is not practically measurable and therefore
of no use for divertor control or interpretation of measurements. In the
modelling of current experiments, the upstream separatrix density,
ne,sep at the outer midplane (omp) often serves the purpose as a proxy
for ND. It often increases monotonically with ND and can be measured
experimentally. However, for ITER (see Section 3.2.2), ne,sep saturates
and even rolls over for high ND values when detachment deepens. This
behaviour can be related to a clear physical picture (see e.g. [44]) in
which, depending on the power available for ionization of recycling
neutrals, the detached divertor plasma cannot sustain in equilibrium an
upstream pressure higher than a given value. In this case, the average
neutral density (and hence pn) in the private flux region (PFR) is a more
appropriate metric for ND. It rises monotonically with ND until de-
tachment is sufficiently deep that the core plasma collapses and it is
related to the particle throughput and pumping speed, both directly
controllable engineering quantities.

One key aspect, not treated explicitly in this review, is the issue of
detachment control, both in the sense of ensuring that partial detach-
ment is stable and at sufficient degree to maintain heat loads to tech-
nologically manageable stationary levels, and that plasma reattach-
ment, if it does occur, is prevented from reaching the point at which the
loads approach or exceed values which threaten the integrity of the
divertor monoblocks (see Section 4). The precise control methodologies
which will be used on ITER are still under development and will all be
exhaustively tested in the non-nuclear phases of the IRP. Several op-
tions are possible given the very extensive set of diagnostics (e.g. di-
vertor neutral pressure gauges, Langmuir probe and thermocouple ar-
rays, total radiation bolometry, infra-red thermography, divertor
spectroscopy etc.) with which ITER will be equipped (see e.g. [45]).
Some of these options have already been tested to a greater or lesser
extent on current devices and it is important that this effort intensifies
as ITER construction proceeds.

3.1. The ITER SOLPS simulation database

Presented for the first time in [3], the existing ITER divertor plasma
boundary simulation database for the metallic PFC environment in
baseline burning plasma conditions (QDT = 10) and the final divertor
geometry consists of ∼125 validated cases with Ne seeding and a much
lower number for N-injection, for which more expanded studies are
now ongoing. This database of SOLPS-4.3 code (comprising the two-
dimensional B2 fluid plasma and the three-dimensional Eirene Monte
Carlo kinetic neutral codes) runs is now being fully transferred into the
ITER Integrated Modelling Analysis Suite (IMAS) [46] and each run is
associated with a unique case number, as is the case henceforth for all
new simulations. The latter are now mostly being produced with the
SOLPS-ITER code (B2.5 fluid plasma and Eirene Monte Carlo kinetic
neutral codes), the most up-to-date version of the SOLPS suite, launched
by the IO in 2015 [47,48]. Beginning with a description of the most
important code inputs for the main (SOLPS-4.3) database
(Section 3.1.1), the following sub-sections describe a selection of key
findings which can be derived from the simulations.

3.1.1. Code inputs and definitions
To-date, the “carbon-free” SOLPS simulation database uses ex-

clusively the baseline ITER inductive magnetic equilibrium at q95 = 3,
and assumes Type I ELMing H-mode operation, the regime of the dis-
charges constituting the multi-machine database used to derive the
IPB98(y,2) scaling for the ITER thermal energy confinement time [49].
For QDT = 10 burning plasmas (the main concern here), q95 = 3 is
obtained at plasma current and toroidal magnetic field of Ip = 15 MA,
Bφ = 5.3 T respectively, but equally at one half and one third values
(5 MA/1.8 T and 7.5 MA/2.65 T), both of which figure prominently in
the new IRP [6] to progressively approach full performance. The
equilibrium features high upper triangularity (δ ∼ 0.5) and outer
midplane separation between the first and second separatrices of

Δrsep ∼ 9 cm. The latter is adopted to allow for more margin with
respect to upper main chamber PFC loading, but can of course be varied
(the ITER Project Requirements allow values as low as Δrsep ∼ 4 cm
[50]).

Fig. 3 illustrates the SOLPS computational mesh used in the ITER
studies, derived from the baseline equilibrium, including an enlarged
view of the divertor region and showing how the fluid plasma (quad-
rangular) grid is limited by the second separatrix, with the Eirene code
(triangular) grid extending out to the domain walls. The separate two
grids completely overlap in the plasma region.

An important parameter determining the target power flux densities
is the total incidence angle, α between the target surface and the
magnetic field lines. Its value at the IT and OT strike points is marked in
Fig. 3, both for the pure cylindrically symmetric case assumed in SOLPS
(which is a 2D model) and the (higher) value obtained when component
surface shaping is taken into account For the ITER divertor, the final
shaping decision (see Section 3.2.1 and [36]) increases the strike point
angle by 1.5° compared to a perfect, toroidally symmetric target.

There are several key input specifications and general character-
istics of the main database simulations which are of importance for this
paper (see also Fig. 3):

1) Since the B2 code contains no drift terms in the fluid equations,
SOLPS-4.3 simulations do not include drifts and currents.

2) Simulations are steady state: ELMs are included only implicitly in
that it is assumed that they will carry some fraction of PSOL (typi-
cally in the range 20–40% for Type I ELMs [2]). This is a reasonable
approach from the point of view of global power balance, but does
not of course take into account any possible modifications of the
target power load profiles during the ELM. The latter aspect has in
fact been investigated at the IO in an unpublished study in which a
series of SOLPS-4.3 stationary IT and OT profiles for varying pn

have been combined with simulations of ITER Type I ELM target
heat flux profiles [51] obtained with the 3D non-linear MHD code
JOREK (for the specific case of a relatively low ELM plasma energy
loss of 4 MJ). Normalizing the peak power flux density to a fixed
value determined by an average stationary load consistent with the
combined inter-ELM and ELM power fluxes (the sum of which must

Gas puff location
(fuel + impurities)

Pumping surface

Semi-transparent 
dome supports (50%) α =

2.7º
4.2º

α =
3.2º
4.7º

cimp= nimp/ne averaged on this contour

Cells for pn 
average

Fig. 3. The SOLPS-4.3 and SOLPS-ITER numerical grid generated from the
nominal ITER baseline magnetic equilibrium at q95 = 3. The expanded region
provides more detail in the divertor. The neutral and plasma fluid grids overlap
in the plasma grid region. Impurity concentration is averaged along the marked
poloidal ring.
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equal PSOL), the study found that including the ELMs led to only
very minor variations in the SOLPS stationary power flux density
profile. Similar conclusions may not be possible for much larger
ELMs, which will be found on ITER if no mitigation measures are
taken. These transients, occurring at much lower frequencies, are
likely to significantly broaden the power deposition on the targets,
but are quite simply (Section 5) unacceptable from the target
lifetime point of view. The very small ELMs which may be tolerable
for the target (Section 5) are not expected to broaden the deposi-
tion profile compared to the inter-ELM situation.

3) Even though the QDT = 10 burning plasma is an H-mode, an “L-
mode” edge (i.e. no H-mode pedestal) is assumed in the SOLPS-4.3
simulations. This is not the case for the newest SOLPS-ITER code
runs reported here (see Section 3.2.2), which include drifts and a
full H-mode pedestal.

4) Like the majority of current plasma boundary simulation packages,
SOLPS is not a turbulence code and requires user specified anom-
alous cross-field transport coefficients for particles (D⊥) and heat
(χ⊥). Almost all current entries in the simulation database use
D⊥ = 0.3 m2 s−1 and χ⊥ = 1.0 m2 s−1 (fixed at all radial and po-
loidal cells in the numerical grid) for both main ions, impurities
and electrons, with the power injected across the inner core
boundary of the numerical grid, split equally between ions and
electrons. As discussed in more detail below, this leads to a fixed
value of the radial decrease of heat flow parallel to the magnetic
field in the near SOL (λq). No radial pinch velocity is specified. At
the outer edge of the plasma grid, radial decay lengths of 3 cm for
all densities and temperatures are set as boundary conditions at all
poloidal locations. Note that the power entering the inner core
boundary is denoted here by PSOL, even though this is not strictly
the power crossing the separatrix in the simulations. The difference
is minor since radiative power losses in the thin inner core region of
the simulations are at most a few percent even at the highest im-
purity concentrations.

5) The simulations are multi-fluid, accounting for seeded impurity (Ne
or N), D (representing both D and T isotopes) and He (produced by
fusion reactions). Fixed ion fluxes into the simulation domain are
imposed across the inner core boundary of the plasma grid of D+

(9.1 × 1021 s−1) and He2+ (2 × 1020 s−1), consistent with core
fuelling and fusion power production at QDT = 10 and
PSOL = 100 MW. Note that the results are not very sensitive to the
level of D+ core fuelling [32]. It is the total particle throughput
which determines pn and controls divertor performance.

6) For simplicity (to avoid a great many additional ion fluids, even
with W bundling), the SOLPS-4.3 simulations do not include any W
surfaces in the divertor. For the vast majority of the conditions
examined, the divertor target plasma is too cold for much W ero-
sion to occur, except during ELMs, which are not explicitly simu-
lated (though see Section 5 concerning the impact of ELM-induced
sputtering on the allowed ELM frequencies). Instead, Be eroded
from the main chamber walls is assumed to migrate everywhere
into the divertor, coating the targets but with no Be re-erosion, so
that the code assumes energy and particle reflection coefficients for
a Be substrate (see Section 3.1.5 for further brief discussion on this
matter). A few scoping runs with Be erosion activated found only a
minor supplement to the total radiation (and hence dissipation in
the divertor), which is dominated by the contribution from fuel
atoms and extrinsic seed impurity. The assumption of a fully Be
coated IT is consistent with WALLDYN simulations for ITER
burning plasmas conducted in [52], but is not supported by these
same calculations at the OT, where, depending on the operating
point, the surface temperature would be too high for Be to remain.
This may not be the case if the divertor is operated at high neutral
pressures, when the surface temperature at both IT and OT will be
low (see Section 4 and Fig. 17).

7) The impurity and fuel ions are injected in the simulations across a

poloidally extended low field side region of the main chamber
corresponding to the location of the upper lateral ports. This choice
is somewhat historical since the real gas puff locations were not
fully decided at the time the simulation database was being con-
stituted. Out of the 10 gas lines which will be installed in ITER
[53], 4 will enter through the upper ports. However, the injection
point will now be displaced toroidally and poloidally (towards the
omp) from the port, with the end of the injection nozzle located in a
gap between adjacent blanket modules (BM). Gas dynamic simu-
lations demonstrate that although there will evidently be a peak of
injected flux at the nozzle location, the gas will also diffuse within
the blanket module structure and will enter the chamber over a
much wider region through the gaps between BMs. This shift in the
poloidal injection location compared to that specified in the si-
mulations will not impact the results, particularly in view of the
high opacity of the ITER burning plasma SOL [22]. The remaining
6 lines will enter through the lower ports at divertor level and will
feed toroidal loops attached to the vacuum vessel floor below the
divertor cassettes, allowing for quasi-toroidally uniform injection.
It is currently expected that these lines will in fact be the primary
vehicle for divertor detachment control through impurity and fuel
gas injection. New simulations [54] are now ongoing with SOLPS-
ITER to examine the influence of divertor versus main chamber
injection. First results confirm the expectation of a rather weak
influence in these steady state simulations: once ionized, the in-
jected gas components will rapidly distribute in the boundary
plasma on SOL transport timescales (ms), though main chamber
injection (and this is seen in both the SOLPS-4.3 and SOLPS-ITER
simulations) does have a strong local effect on the SOL density at
the injection point.

8) Along with the fuel throughput, the impurity concentration,
cimp = nimp/ne is the principle variable in the PSOL = 100 MW da-
tabase. Here, the average of cimp in all cells of the first poloidal ring
outside the main chamber separatrix, from X-point to X-point is
used as the metric to classify the simulation cases. Although the
impurity level could be characterized by different quantities, this
separatrix-averaged, relative ion impurity concentration is most
convenient for coupling to a core model and this has been the key-
point in all SOLPS-4.3 modelling for ITER since 2003 [3,7,14–32].
The first SOL ring outside the separatrix is used in the definition to
avoid uncertainties due to the lack of a proper core model in the
simulations. In practice, to generate the scans of cimp for various pn

in the database, the ratio of fuel to impurity puffing is controlled
through the use of feedback loops in the simulations.

9) The key parameter pn is defined as the average of the neutral
pressures (computed in Eirene) over the parts of the PFR boundary
which face the dome support openings (see Fig. 3 and [20]). This
choice is historical and was made in an early stage of development
of the Eirene code when neutral-neutral collisions were not mod-
elled and neutral gas parameters were calculated only on the B2
plasma grid. The definition was maintained for backwards com-
patibility: although the absolute value of pn is not so important, the
definition must be maintained for meaningful comparisons. Note
that the Eirene simulations present in the ITER database employ
the “Kotov model” [55] for collisions between fuel atoms and
molecules (in this case D/D2 neutrals and charged species). The
impact of molecular vibrationally excited states is included in the
quasi-static approximation in which the timescale for equilibration
of the vibrational state population is faster than transport times.
Neutral–neutral elastic collisions for all pairs of species in the si-
mulations are also included (e.g. D–D, D–D2, D2–D2, D–Ne, D2–Ne,
Ne–Ne, D–N, D2–N, N–N), using a constant cross-section corre-
sponding roughly to a hard-sphere approximation. It should be
noted that a very extensive set of in-vessel fast pressure gauges are
foreseen in several cassettes of the ITER divertor [45]. As such, the
key parameter pn, listed in the ITER Project Requirements as a main
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parameter for machine control, should always be measurable.
10) In the simulations, 100% recycling of D and He at all material

surfaces is imposed (thus unity recycling coefficients for ions and
unity total neutral reflection coefficients) and pumping is modelled
by specifying an absorption coefficient for neutrals at the pump
duct, defined as the lower boundary of the Eirene grid below the
divertor dome (see Fig. 3). This value is fixed at 0.72% for all si-
mulations and has been adjusted to match a physical “engineering
pumping speed” (∼60 m3 s−1) at the pumping duct which de-
termines the throughput (pumped flux) for given pn [20].

3.1.2. Near SOL parallel heat flux width
Returning to point 4 in the list above, the issue of the appropriate

value of λq for ITER under baseline burning plasma conditions is cur-
rently the subject of considerable debate. Empirical scaling from multi-
machine infra-red thermography measurements of outer target inter-
ELM power loads under attached divertor H-mode conditions found a
clear λq ∝ 1/Bθ ∝ 1/Ip dependence (Bθ is the poloidal field at the omp),
extrapolating to λq ∼ 1 mm on ITER at 15 MA [56]. An analytic
“heuristic drift” theory in which neoclassical ion drifts are balanced by
sonic parallel flows in the SOL out to the divertor also found a strong
inverse dependence of λq on Ip and quantitatively matched the ex-
perimental scaling results [57]. More recent analytic work on the
structure of the near SOL [58] with little or no anomalous radial
transport, supports the conclusions in [57] and further demonstrates
that the SOLPS-ITER code with drifts activated reproduces the finding
when cross-field transport is strongly reduced. Additional experimental
measurements performed since the multi-machine work in [56] was
published show that the empirical scaling is followed also on COMPASS
[59] and Globus-M [60], much smaller devices than those comprising
the initial study, and on the C-Mod tokamak, operating at much higher
Bθ than any point in the existing database [61]. This latter study is
particularly significant given that it extends the scaling to values of Bθ

even beyond the ITER value at 15 MA.
In contrast to these extremely narrow predicted heat flux widths, a

key result from state-of-the-art simulations of attached divertor condi-
tions on ITER with the 3D particle-in-cell based edge (electrostatic)
gyrokinetic code XGC1 is that at high current on ITER, the contribution
of cross-field electron turbulence (radial streamers) dominates over the
neoclassical magnetic ion drifts, yielding λq ∼ 6 mm [62]. The same
code and methodology applied to current devices, reproduces closely
the experimentally observed λq ∝ 1/Bθ scaling. In the latest develop-
ment of the work in [61], an XGC1 simulation of a lower power ITER
plasma at Ip = 5 MA yielded a λq close to the experimental regression
value [63]. The proposed explanation for the transition from the
magnetic drift to the turbulence dominated regimes is an electron tur-
bulence bifurcation from “filament-like” to “streamer-like”. Simulations
are in progress to establish at what values of parameters in ITER the
transition occurs.

In a parallel approach, the 3D BOUT++ 6-field, 2-fluid electro-
magnetic model is being used to model the near-SOL λq, both on cur-
rent devices and on ITER [64]. Similar to the XGC1 simulations,
BOUT++ begins with a set of pedestal profiles and a magnetic equi-
librium for any given device; for ITER these are supplied through se-
parate transport simulations, but are prescribed experimentally for
present devices. The code finds λq ∼ 5 mm for Ip = 15 MA operation at
QDT = 10. This is remarkably similar to the XGC1 result, but occurs for
different reasons (due to peeling-ballooning turbulence). In common
with XGC1, BOUT++ simulations also find good agreement with
present machines, with the predicted λq following the experimental 1/
Bθ scaling, even for the newest results from C-Mod [61] at ITER-re-
levant Bθ.

To overcome the problem of timescales (the large disparity between
electron and ion SOL transit times (∼100 μs vs. ∼10 ms) precludes
reaching saturation of the divertor ion heat flux during the turbulence
simulation), a separate “transport” model has been developed inside the

BOUT++ framework. The model includes electric and magnetic drifts,
with the same flux-limited parallel thermal SOL transport as in the full
turbulence model, but with SOL cross-field transport specified rather
than evolving self-consistently from the turbulence (transport coeffi-
cients in the pedestal are computed from experimentally measured or
prescribed pedestal profiles of ne, Te, Ti). The total (ion + electron)
divertor heat loads are obtained assuming toroidal symmetry, using the
2-D option in the code. Sensitivity studies are performed with the SOL
χ⊥ varying over a wide range (for fixed D⊥).

The principal finding of this study is that there exists a critical value
χ⊥c below which the divertor heat flux width is insensitive to the SOL
thermal diffusivity so that drifts dominate cross-field transport and the
simulated heat flux widths are in good agreement with the experi-
mental scaling and Goldston's Heuristic Drift model [57]. For χ⊥ > χ⊥c,
turbulence dominates and the heat flux width increases with increasing
χ⊥. Simulations performed for C-Mod and ITER indicate that χ⊥c de-
pends on machine size (and/or on pedestal structure), so that χ⊥c is
much smaller for ITER than C-Mod at similar Bθ. As a consequence,
turbulence dominates over magnetic drifts and the empirical scaling
[56] is broken for ITER.

It is thus not yet possible to state with confidence what the burning
plasma, 15 MA heat flux width should be on ITER, but a choice of
anomalous cross-field transport coefficients must be made for the di-
vertor plasma simulations. The values fixed for the simulation database
(D⊥ = 0.3 m2 s−1 and χ⊥ = 1.0 m2 s−1, see point 4) above) are in fact
retained from earlier studies with carbon targets, where the choice was
made based on simple ballooning stability arguments [65] which in-
dicated λq ∼ few mm, long before the recent experimental scalings and
theoretical work were available. Fig. 4 uses the approach first in-
troduced in [28] to characterize the upstream near SOL parallel heat
transport in the ITER SOLPS-4.3 Ne-seeding simulation database. The
symbols represent the poloidally averaged Ne concentrations as defined
in Point 7) above (see also Fig. 5) and points from all 53 simulation
cases selected from the database (used throughout the rest of this sec-
tion) are plotted. These cases cover a wide range of fuel and impurity
throughput, giving ne,sep = 3–6 × 1019 m−3 (see also Fig. 15a). All
have PSOL = 100 MW.

Illustrated by the inset in Fig. 4, the procedure is to extract the ra-
dial profile of parallel heat flux density, q|| just above the entrance to

Fig. 4. Outer target perpendicular heat flux density profiles mapped to the omp
for the 53 cases in the SOLPS-4.3 simulation database sorted by Ne con-
centration (PSOL = 100 MW). The mapping procedure is described in the insert.
Note that the “divertor entrance” profile (Step 1) is taken slightly above the X-
point to avoid “blurring” of the profile due to reverse flows which are often seen
in the simulations at the separatrix in the X-point vicinity [29]. The dashed line
is the average of all the individual fits for each profile.
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the outer divertor (Step 1) and then (Step 2) map this to the OT, pro-
jecting onto the target, taking into account the full variation of angle of
incidence of the field lines and variations in total flux expansion and
therefore excluding any of the divertor dissipation effects on q|| which
the code accounts for. Finally, this profile of q⊥ is mapped back up
along flux surfaces to obtain the radial profile of heat flux density on
the target at the omp (Step 3). Each SOLPS simulation thus produces one
profile of q⊥,omp and the values on the first 3 numerical grid cells
(corresponding to the near SOL) are fitted with a simple exponential
( =q q r rexp( ( / )omp sep q, 0 , with q0 the heat flux density at the se-
paratrix. The average of all these fitted values gives
λq ∼ 3.4 ± 0.5 mm.

What is important to note from Fig. 4 is that despite the very wide
variation in divertor parameters found in the database (as shown in the
following sub-sections), the upstream λq is essentially unchanged. Si-
milarly, at fixed impurity concentration, ne,sep is relatively insensitive to
fuel throughput (see Section 3.2.2). This can be taken as evidence that
within the range of fuel and impurity throughputs included in the da-
tabase, the divertor is efficient at screening the main SOL. A value of
λq ∼ 3.4 mm is clearly significantly higher than the ∼1 mm widths
predicted by the empirical scaling (and the neoclassical ion drift model)
discussed above, but is less than a factor ∼2 lower than found in the
XGC1 or BOUT++ simulations. Since q|| = const/λq for fixed q95, R
and PSOL, it is clear that a factor 3 lower λq will yield q|| at the divertor
entrance higher by the same factor, requiring stronger dissipation to
achieve detachment. The consequences for divertor power loading
under dissipative conditions of a much lower λq than the characteristic
value for the simulation database will be discussed further in
Section 3.2.2.

3.1.3. Operating window in peak power flux density
Fig. 5 summarizes the divertor target response at both targets, in

terms of peak perpendicular power load, q pk
sym
, (Fig. 5a), peak ion flux

density, pk
sym

, (Fig. 5b) and integral ion flux to the plate (Fig. 5c) for a
selection (comprising 53 cases) of the Ne-seeded simulation database
sorted by cNe and plotted against the averaged divertor neutral pressure
defined in Section 3.1.1. Here, as defined in Section 1, the superscript
“sym” now denotes the standard cylindrically symmetric quantity
provided by SOLPS, thus assuming a perfect toroidal target with no
shaping. A few selected points for N seeding at cN = 0.8%
(PSOL = 100 MW) have been added for comparison (the database is
currently much more restricted for nitrogen impurity). The peak power
density includes all contributions to the target heat load: thermal
plasma, energy due to recombination at the plate, charge exchange (CX)
and photon loads, but does not account for divertor target shaping, of
which the CX neutral and photon loads are independent. The effect of
shaping will be discussed in Section 3.2.1 (Fig. 12), which will use the 2
specific simulation cases identified in Fig. 5a to take a closer look at the
various loading contributions.

The q pk
sym
, vs. pn plot in Fig. 5a is the key operating curve for the ITER

divertor. It shows that for high neutral pressures (pn ∼ 10 Pa), the out-
in target peak heat flux densities essentially symmetrize for all impurity
seeding rates, whilst maintaining partial detachment (Fig. 5b and c,
where the peak and integral plate ion fluxes remain significant even at
high pn). This reduction in the target power density asymmetry is not
driven in these simulations by a drift effect, since SOLPS-4.3 does not
include drifts and currents. One contributor is the strong neutral con-
vection from inner to outer target through the PFR balancing ion flow
from outer to inner target through the SOL [66]. The transparency for
neutral recirculation afforded under the dome by the relatively widely
spaced dome struts is critical in this respect (Fig. 1) and is one of the
examples of how these divertor simulations have influenced the overall
design of the component. It can be seen, in fact, that in some cases,
particularly at high cNe, the power density maximum occurs at the IT
for high pn. Another important feature of this simulation study, ad-
dressed later in Section 3.2.2 (see Fig. 15a) is that an increase in cimp

leads to a reduction in ne,sep for the same divertor performance (i.e.
same pn and q )pk

sym
, . This opens up another direction for optimization of

the core plasma [3].
Although not shown here, operation at high throughput (high pn) is

also favourable for He exhaust, which improves rapidly as the neutral
pressure rises and detachment deepens. This was seen clearly in the
early ITER divertor simulations studies with carbon targets (see e.g.
Fig. 2b in [12]). The same behaviour is recovered in the “carbon-free”
database discussed here, for which the scalings for core-edge integra-
tion developed in [3] show a reduction in upstream separatrix He ion
density and He neutral influx to the core with increase of pn. The issue
of at what point (i.e. which level of detachment) this trend fails, has not
yet been systematically studied. Fundamentally, He exhaust improves
at higher pn, because the plasma temperature in the divertor is lower
and the ionisation mean-free path for the He atoms recycling off the
target increases, so more He reaches the PFR where the pumping duct is
located.

At the lowest values of pn in the scan (≲ 3 Pa), where thermal
plasma loading dominates the total heat load (Section 3.2.1), q pk

sym
, at the

OT readily exceeds the ∼10 MW m−2 level often cited as the ITER
divertor stationary power handling limit (Section 4 discusses the real
limit). At the IT, power densities are much lower, reflecting the natural
asymmetry which is expected to arise (in the absence of drifts) in these
kinds of simulations: for poloidally uniform radial transport, toroidal
geometry and the Shafranov shift push more power to the outboard
target [67], though the steeper poloidal inclination of the IT partially
compensates (approximately by the ratio of the total impact angles at
the strike points: 3.2/2.7 ∼ 1.2 – see Fig. 4) when considering peak
power flux density.

For forward toroidal field direction as in ITER (B× ∇B drift direc-
tion towards the lower X-point), drifts would be expected to further
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Fig. 5. Divertor neutral pressure variation of peak target heat flux density, peak
ion flux density and integral plate ion flux (IT+OT) for the Ne-seeded cases of
Fig. 4 (PSOL = 100 MW). A single N-seeded series is also included. The 4
identified simulation case numbers are used later in Fig. 12 to illustrate the pn

variation of the separate contributors to q⊥,pk. Open symbols, IT, closed OT.
Symbols and colours will be preserved in most subsequent figures. Note that
peak heat and ion fluxes are the toroidally symmetric values with no account
taken of target shaping.
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enhance the out-in power asymmetry, though for ITER, first SOLPS-
ITER simulations with drifts activated are indicating that at least for
higher pn, their effects are low (Section 3.2.2). As pointed out already in
[3], at the OT q pk

sym
, is insensitive to cNe at low pn, but branches into two

zones with increasing pn, dependent on the magnitude of cNe. This
flattening out of the q pk

sym
, at higher pressures is due to an increasing

contribution of perpendicular loads to the target as detachment dee-
pens: the plasma thermal and plate ion recombination contribution to
the total load decreases, and is replaced by photonic radiated and CX
neutral loads, which together give a roughly constant power flux den-
sity with increasing pn (see also Section 3.2.1). It is clear that very little
impurity seeding is required at high pn and PSOL = 100 MW to keep q pk

sym
,

to acceptable levels. This can also be interpreted as a useful advantage
in terms of operations since when operating at higher neutral pressure
(favourable also for He exhaust), there will be some margin in the re-
quired accuracy for impurity gas dosing.

Fig. 5c illustrates one of the features of the simulation database in
the context of detachment. In all studies of the ITER divertor perfor-
mance thus far, an “edge-based density limit” (at which point neutral
escape to the main chamber would be excessive) has been fixed at the
point corresponding to full detachment of the inner target, which
usually detaches earlier than the outer for given fuel/impurity
throughput. Simulations have not yet been strongly pursued beyond
this point. For the purposes of core-SOL integration [3], (partial) de-
tachment is defined, rather arbitrarily, as the value of pn at which the
integral OT ion flux falls to 80% of its maximum value, corresponding
to pn ∼ 10 Pa in Fig. 5c. At the IT, the detachment degree is higher for
given pnand the turnover in total ion flux is less marked.

To see the nature of the detachment in more detail, Fig. 6 compiles a
set of OT target profiles (qsym, sym, electron temperature and density,
Te,t, ne,t) from the series at cNe = 1.2% in Fig. 5. The profiles of qsym

(Fig. 6a) follow nicely the schematic description of partial detachment
in a vertical target configuration introduced in [68]. Beginning from an
attached state at lowest pn, the peak power flux density reduces steadily
with increasing throughput and moves outward away from the nominal
strike point position. Perpendicular diffusion into the PFR shifts the
peak slightly away from the strike point at low recycling. These low
neutral pressure cases have high Te,t (Fig. 6b) and may not, in fact, be
sustainable from the point of view of W release, though, as discussed in
Section 3.1.1, the SOLPS-4.3 simulations do not include W sputtering,
or even W surfaces.

For pn ≳ 3 Pa in this particular run series, Te,t in the strike point
vicinity begins to fall to very low values (< 1 eV, see also Fig. 10 and
Section 3.1.5), but the ion flux (Fig. 5d) continues to rise, broadens and
eventually saturates before starting to fall for pn ≳ 7 Pa, at which point
Te,t collapses across the entire target. The ion flux nevertheless remains
high in the outer part of the divertor SOL, maintaining sufficient neutral
plugging and preventing the escape of too many neutrals to the main
chamber. This is one of the main advantages of the vertical target
configuration and is also the reason why full ion flux detachment across
the target is to be avoided. To demonstrate this further, Fig. 7 takes the
same series of cases at cNe = 1.2% in Fig. 6 and examines the variation
of the total pressure (static + dynamic) profiles upstream, ptot,u (at the
omp) and outer target, ptot,t across the throughput (pn) scan. Here the
pressure is computed as ptot = k(neTe + niTi)(1 + M2) [69] with M the
plasma flow Mach number (M ^ v||/cs with cs the sound speed and v||

the parallel flow velocity). Fig. 7 illustrates well how the ratio ptot,t/
ptot,u decreases and the region of downstream pressure loss increases
with increasing pn. For all values of pn, the upstream pressure profile is
essentially unchanged, illustrating again (see discussion in Section 3.1.1
on the constancy of λq) the insensitivity of the main chamber SOL to
strong variations in the divertor. Beyond the region of pressure loss,
where the detachment occurs, the upstream and target profiles overlap
nicely.

The apparent overpressure for the more attached cases at lower pn

(high Te,t and low collisionality) was attributed in [69] to parallel
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viscosity and in [29,70] to a combination of parallel viscosity and
reverse ion flow which ensures particle balance along the most loaded
flux tubes where the ionization source is much stronger than the ion
flux from further upstream. The magnitude of the parallel viscosity is
dependent on the applied ion viscosity limiter in the code. The issue of
what exactly drives the ion flux reduction nearer the separatrix will be
revisited briefly in Section 3.1.5, along with further discussion on
pressure-momentum losses.

3.1.4. Divertor radiation
Effective confinement of low Z impurities seeded extrinsically for

detachment control is a key function of the ITER divertor. An important
issue for future ITER operation is the question of which divertor seed
impurity (N or Ne) is most appropriate. Unsurprisingly, given the
proximity of the radiation functions between C and N, nitrogen seeding
provides the best performance experimentally in current devices with
respect to older results in an all-C environment. However, the formation
of ammonia during N injection in all-metal tokamaks [71] is expected
to be an issue for ITER, mostly in the sense of a limitation on the
achievable duty cycle.

Tritiated ammonia is efficiently retained on the active charcoal used
in the ITER divertor cryopumps and can only be recovered by full re-
generation. For safety reasons, the cryopump tritium inventory cannot
exceed 180 g and regular regenerations (to ∼100 K) will be performed
during operations to recover the pumped hydrogenic species, a process
which requires ∼600 s, but which would not allow for ammonia re-
covery. Regenerations at higher temperature, whilst of course possible,
are very time-consuming (about 6 h per pump, 6 pumps) so that sig-
nificant ammonia production could strongly affect the ITER duty cycle.
The formation of tritiated ammonia also has an impact on the design of
the tritium plant, which needs to be able to decompose ammonia to
recover tritium and at the same time avoid the formation of deleterious
nitrogen oxides.

Although it is clear that ammonia formation proceeds through
surface reactions between nitrogen and hydrogenic radicals, the re-
lative extent to which these reactions proceed on plasma-exposed or
plasma-shadowed areas remains to be quantified and it is, therefore,
currently not possible to predict the ammonia formation rates to be
expected in ITER. Steps are being taken to improve this situation with
the recent development (under contract to the IO) of the AMMONX
database describing nitrogen chemistry for inclusion into Eirene [72].
The possible impact on the IRP of using N-seeding has thus not yet been
assessed, but Ne is likely to be the preferred alternative if it is found to
perform similarly with regard to plasma performance, with the added
benefit that its property as a fully recycling gas may extend the time-
scales for avoidance of divertor MB overheating in the event of loss of
seeding or other divertor reattachment events.

The very extensive experiments performed in recent years in the
full-tungsten ASDEX Upgrade with ITER-relevant divertor geometry
(see e.g. [73]) have clearly demonstrated that N is sufficiently com-
pressed to provide high levels of divertor radiation whilst maintaining
good plasma performance, but that for Ne, the impurity is not well
retained in the divertor and plasma performance is impaired, due in
large part to its effect on the pedestal and the consequent changes in
seeded impurity and tungsten transport.

Experiments in the JET-ILW [74] similarly find good performance
with N, with increased pedestal temperature compared with otherwise
identical unseeded discharges and efficient divertor radiation, but with
dependencies on divertor geometry (horizontal versus vertical outer
target). At the same input power, Ne radiates less in the divertor, de-
grades pedestal pressure and requires considerably higher input power
than N-seeding simply to maintain unseeded pressures. With in-
sufficient power, pedestal radiated power losses are too high and the
plasma operates too close to the H–L power transition threshold, with
reduced confinement and transitions to and from H-mode. In both
ASDEX Upgrade and JET, N-seeding at high enough levels leads to

significant radiation from the X-point region and is associated with
partial to full detachment at the outboard target (and complete de-
tachment at the inner target). These results may be contrasted with
those found on radiative divertor experiments on Alcator C-Mod with
molybdenum PFCs at high magnetic field in which, for both N and Ne
seeding in the ELM-free “EDA” mode, partially detached divertor con-
ditions at normalized confinement (H98 ∼1) with edge power flows
only marginally above the H-mode threshold power (by factors of
1–1.4), as in ITER, were achieved [75]. Here, as in the JET and ASDEX
Upgrade experiments, at high radiative fractions, the radiation is ob-
served to occur mostly in the X-point region, with some incursion onto
flux surfaces just inside the separatrix. Apparently, in C-Mod, this was
insufficient to strongly affect the pedestal top, even in the case of Ne.

In ITER, the SOLPS-4.3 simulation database, though still sparse for
N, indicates that for both N and Ne, the impurity radiation is well
confined to the divertor across the operating range in pn and cimp ex-
plored thus far. Fig. 8 provides the dependence on pn of the fractions
frad,tot = Prad,tot/PSOL and frad,div = Prad,div/Prad,tot for the Ne-seeded
database and for a single N series with cN = 0.8%.

Here Prad,tot is the total power radiated in the simulation domain
and Prad,div the power radiated in all computational cells below the
vertical position of the X-point. These radiated powers include all
contributors: impurity ions, neutrals (impurities and fuel, including
molecules) and even Bremsstrahlung.

Several key observations may be drawn from Fig. 8:

• for all cimp, frad,tot increases monotonically with pn, reaching ∼0.70
(70 MW since PSOL = 100 MW) at the highest pn;

• frad,tot increases with increasing cimp at fixed pn;
• frad,div decreases with increasing cimp (Ne only since database too

restricted in N) and remains approximately constant with increasing
pn;

• frad,div is within 0.8–0.9 for the range of cNe, being lower for higher
cNe and approximately constant with pn;

• N radiates more efficiently in the divertor than Ne for the same cimp;

Fig. 9 compares the 2D radiation distributions in the divertor region
for the two specific simulations marked in Fig. 8, chosen for their close
proximity in pn and cimp (both at cimp = 0.8%) but differing in seeding
species. The two cases had impurity and fuel gas puffs of
2.1 × 1020 Ne s−1/1.85 × 1023 D s−1 (#2317) and 6.0 × 1020 N s−1/
1.74 × 1023 D s−1 (#2463) giving seeding/fuelling ratios of 1.1% and
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2.4% respectively when both gas puffs are compared in terms of elec-
trons s−1 (both have the same core source of D+ (9.1 × 1021 s−1), see
Section 3.1.1).

These two cases are in fact very close to the “detachment limit”
defined for these ITER studies (see Section 3.1.3) and are selected for
their very high radiation fractions. In fact, the fuel throughput used in
the simulations is higher than the stationary capability of the ITER
pumping system which is limited to 200 Pa m3 s−1

(∼1 × 1023 atoms s−1). This is not a major issue since it is pn and not
throughput which determines the divertor operation. Essentially the
same operational parameters (except He exhaust) could be recovered in
the code by reducing throughput and pumping speed.

The runs have very similar Prad,div (∼55 MW) with almost identical
contribution (∼15 MW) to the radiation from fuel excitation (origi-
nating from the hydrogenic components, including molecules). For both
the radiation is strongly localized in the strike point vicinity, though the
Ne distribution is clearly more extended, as would be expected from
differences in ionization potential of the various charge states given
that the distribution of plasma temperature is similar for both cases (not
shown). The radiation is also very symmetric in both inner and outer
divertors for both species, as might be anticipated from the rather
symmetric target power loading seen at high pn (see Fig. 5a). As a crude
measure of impurity compression, the ratio nimp,osp/nimp,omp of the
impurity ion densities at the outer strike point and the outer midplane
in the two cases is ∼100 for N and ∼30 for Ne. In fact, for the Ne-
seeded cases, which represent the majority of the simulation database,
this value of nimp,osp/nimp,omp ∼30 for run #2317 in Fig. 9 at pn ∼10 Pa
is about as high as it gets. Except at very low pn, where the compression
is very poor, nimp,osp/nimp,omp is generally in the range 10–20.

Regarding the ratio of impurity concentrations from downstream to
upstream (the enrichment), cimp,osp/cimp,omp, this ranges from near zero
to near unity with increasing pn and is thus inconsistent with simple
models (e.g. the well-known Lengyel model [76] which generally as-
sume cimp = constant along a given flux tube). A detailed comparison
with Lengyel for the case of Ne-seeding [77] in fact finds that the simple
model is conservative in comparison with the SOLPS database and
predicts cimp in the range 4–10 times higher at the point of ion flux
rollover at the OT (see also Section 3.2.2).

On the basis of this comparison, it would seem that both N and Ne

would be acceptable divertor radiators for ITER, unlike in most current
devices with metal PFCs. This question has also been discussed in a
companion paper [78] through the medium of a pure simulation study
using the SOLPS-ITER code in which the behaviour of N and Ne seeded
H-modes on ASDEX Upgrade and ITER (both characterized by vertical
target configurations) is examined. The study differs from that of the
SOLPS-4.3 database in having drifts activated and including an H-mode
pedestal region (see also Section 3.2.2). In the case of ITER, the in-
clusion of drifts does not radically change the distribution of radiation
nor the target loading found in SOLPS-4.3 for either N or Ne at the
higher values of pn (where operation at high performance is most
likely), as might be expected given the high toroidal field in ITER and
hence the lower drift strength.

On ASDEX Upgrade, drifts are in contrast seen to have a very strong
impact on the HFS divertor region, cooling the plasma and increasing
the impurity concentration there. As proposed in detail in [79] (from
which the ASDEX Upgrade part of the study in [78] was extracted),
leakage of impurities to the main chamber SOL can then occur with
more or less efficiency via frictional coupling to the main ion flows
depending on the location of the ionization position of the impurity
with respect to that of the fuel and of the poloidal stagnation point of
the flow velocity. This leakage efficiency is higher for Ne than N be-
cause the former ionizes further from the target than the main ions,
whilst the latter ionizes closer. However, even though Ne spreads more
widely than N in ITER, the large physical size of the divertor and the
high divertor plasma temperature means that the majority of ion charge
states responsible for the bulk of the radiation (the most powerful ra-
diators are N2+→4+ and Ne3+→6+) remain well within the divertor
volume for both species.

From the point of view of the pure simulation study at least (thus
not necessarily born out experimentally), a second key effect appears to
be the relative screening efficiency of the divertor SOL for fuel and
impurities recycling at the divertor targets. In the ASDEX Upgrade case,
neutrals more easily penetrate into the PFR region and can then fuel the
divertor SOL along the poloidal length of the divertor legs, reducing the
plasma temperature and modifying in turn the spatial locations at
which the majority of the power is radiated. For the ITER simulation,
where the SOL heat flux channel width is larger (fixed by the cross-field
transport assumptions in the model), ionization of fuel and impurity
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atoms occurs primarily in the divertor SOL, close to the target, keeping
Te high further upstream. This in turn means that the different impurity
charge states exist closer to the targets in ITER and the radiation is
better confined at both inner and outer targets. Further simulations are
planned to study the consequences of reduced λq on this screening in
ITER.

Although some impurity does of course still penetrate to the main
chamber SOL and core regions (with Ne doing so more efficiently than
N), on ITER Te in the core region is high enough that Ne is fully stripped
and cannot radiate. On ASDEX Upgrade, the highest charge states
which exist in the pedestal region are not fully stripped and their ra-
diative losses can be significant, offering an explanation for the more
pronounced effect on plasma performance. The core-edge integration
study in [3] showed that the same QDT can be obtained for both ra-
diators, with obvious restrictions on the maximum allowed core im-
purity concentration (lower for Ne than N).

3.1.5. Momentum losses
Section 3.1.3 discussed the dependence of the target heat loading

with varying fuel throughput and impurity seeding, showing the clas-
sical evolution of partial detachment for vertical target configurations
with increasing levels of dissipation. Fig. 7 illustrated the progressive
reduction in ptot,t/ptot,u with increasing pn for one specific value of cNe

in the Ne seeded database. Fig. 10 now extends this to the entire Ne
simulation set, but now plotting the pressure ratio on each flux surface
of the numerical grid outside the separatrix within the first 2 cm of the
omp SOL as a function of Te,t on that flux surface at both the IT and OT,
excluding the first SOL ring outside the separatrix (at
(r–rsep)omp = 1.2 mm) where radial diffusion into the PFR is strongest.
There is a very clear and tight link, for all radial locations within the
near to mid-SOL, between the total pressure-momentum losses and Te,t,
a correlation first identified experimentally for electron pressure loss in
L-mode plasmas on the C-Mod tokamak [80] and very recently high-
lighted as a fundamental observation in both experimental and
boundary code studies [69]. The latter review defines the “momentum
loss factor”, fmom-loss = 1 − ptot,t/ptot,u and shows how the trend seen in
Fig. 10 for ITER is found in all code studies of this type for a variety of

different divertor geometries and operating conditions. In the case of
the ITER simulations, loss of total pressure on near-to-mid-SOL flux
tubes begins at Te,t ∼2 eV, falling gradually to values of 1 − fmom-

loss ∼ 0.5 at Te,t ∼ 1 eV and thereafter decreasing rapidly to 1 − fmom-

loss ∼ 0.05 at Te,t ∼0.5 eV, the lowest values achieved in the simula-
tions and the range of Te,t over which volume recombination is ex-
pected to play a role in ion removal.

The arbitrarily chosen analytic form: = ( )f A e1 1mom loss
T T n/ *e t,

with coefficients A, T* and n, is shown in [69] to reproduce well the
shape of the pressure loss fraction vs. Te,t curves for the range of
modelling and experimental studies considered there. These fits
(modelling cases only), reproduced from Fig. 15 in [69] have been in-
cluded on the ITER simulation data in Fig. 10 for comparison, along
with a best (non-linear least squares) fit of the above expression to the
ITER points across the whole span of Te,t (for which A = 0.87,
T* = 0.43, n = 5.30 and the goodness of fit parameter R2 = 0.96).
Evidently, the ITER dataset can also be well represented by this trial
function.

As first shown in [81] and discussed further in [69] in the context of
a wider range of modelling studies, the explanation for the strong
correlation between momentum-pressure loss and Te,t must in large part
be attributable to neutral flux amplification at the targets – the number
of collisions a neutral atom produced either by ion recombination at the
surface or volume recombination (VR) experiences with the target
surface before being re-ionized or lost from the system – originally
defined in [82]. This amplification is itself strongly dependent on the
molecular density, nD2,t of fuel particles right in front of the target (the
only place where they can exist in the plasma), so that a correlation
would be expected, and is found in modelling studies, between nD2,t and
Te,t [69,81,83]. Fig. 11 shows that a similar trend is found in the ITER
simulation database, over the same radial extent of the SOL as for the
momentum losses in Fig. 10 (1 ≤ (r–rsep)omp ≤ 18 mm) and for both
targets. A fit of the function =T Bne t D t, 2, to all data with Te,t ≤ 10 eV
yields B = 4.97 × 1013 and β = -0.66 for R2 = 0.93, thus similar to the
coefficients β found for a large variety of code studies in [69,81]. A fit
of the same quality is obtained whether or not the first 2–3 flux tubes
outside the separatrix are included (where diffusion into the PFR is
strongest), but if all points above Te,t = 10 eV are also used, the data
deviate very significantly from the fit. A potentially important caveat
here, however, is that the SOLPS-4.3 simulations have been performed
assuming a Be coated divertor target (see Section 3.1.1), which has ∼6x
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lower energy reflection coefficient for atomic deuterium than W [84]
and behaves very similarly to carbon, for which the code results dis-
cussed in [69,81] have been obtained.

In this context, a study has been performed [54] with SOLPS-ITER in
which, for two example cases in the SOLPS-4.3 database (at low and
high pn), a fully Be-coated divertor is compared with the other extreme,
a pure W target (but in neither case is target sputtering switched on).
The principal differences appear indeed to be in the ratio of molecules
to atoms in the target recycling flux (higher for Be), determined by the
reflection and recombination properties of the different materials,
which increases the molecular density in the divertor region for Be
surfaces compared with W. However, the combined effect of the dif-
ferent contributions to the total pressure loss from atoms and molecules
is such that for a given flux tube, the total loss is only slightly impacted
by the material choice. The consequence is that the same degree of
pressure loss is found at a slightly lower target plasma electron tem-
perature for Be than in the case of a W target. The differences are,
however, are small in comparison, for example, to the impact of im-
purity seeding.

It is thus clear that the ITER SOLPS-4.3 simulations find similar
trends in momentum loss as those seen in smaller devices and with very
different divertor configurations. What drives the strength of the cor-
relation between Te,t, 1 − fmom-loss and nD2,t remains to be identified.
The 2-point model formatting (2PMF) analysis in [81] which used an
extensive SOLPS-5.0 simulation dataset from the simulations of a series
of slot divertor configurations, found as strong a link between volu-
metric power losses and Te,t as that between Te,t and nD2,t. The fact that
most of the power dissipation in the ITER simulations proceeds through
seeded impurity radiation rather than from the deuterium atomic and
molecular radiation (see e.g. Fig. 9), supports volumetric power losses
as a key physical process required to obtain low Te,t.

As for VR, which becomes very significant for Te ≲ 1 eV and which
therefore might be expected to be playing a major role in the rapid
decrease of 1 − fmom-loss at low Te,t (Fig. 10), new “balance analysis” is
underway in which the different contributions to particle and energy
losses in any given flux tube in the code results are examined in detail.
This capability, recently introduced into the SOLPS-ITER code version,
can only currently be performed on output from that version so that
new cases, equivalent to the SOLPS-4.3 runs, need to be generated. A
series of such cases covering the range of pn and cNe encompassed by
the SOLPS-4.3 database is in preparation, using the same physics model
in SOLPS-ITER as that used in SOLPS-4.3 to generate the main database.
Preliminary analysis of the available converged new runs at high pn

indicates that the VR is more important at the inner divertor than the
outer; for example, in a simulation for pn ∼ 10 Pa, integrating along the
3rd SOL flux ring outside the separatrix (corresponding to q⊥, pk at the
outer target), the VR sink in the outer divertor is ∼20% of the outer
divertor particle source, while the VR sink in the inner divertor is
∼80% of the inner source. Further analysis of more simulation runs is
required, and is planned, including the application of the 2PMF ap-
proach proposed in [69] and a sensitivity scan where VR is turned off.

Ultimately, the hope is that reduced models, along the lines ad-
vocated in [69], might be used to generate solutions for ITER, based on
SOLPS-4.3 and forthcoming SOLPS-ITER simulations. This would
naturally provide a much more computationally rapid framework sui-
table for inclusion in integrated models of the ITER plasma which re-
quire simpler descriptions of the divertor response than obtained with
full plasma boundary code runs, but which must capture the essential
(at least two-dimensional) physics at play. Such reduced models need
data such as those shown in Figs. 10 and 11. This of course represents a
different approach to the scalings which have been developed on the
basis of the global simulation database for use as input to core mod-
elling and which have constituted the mainstay of integrated modelling
for the ITER divertor thus far. The advantage is a framework which
might be more generally applicable to a wider range of conditions.

3.2. Factors influencing the peak power flux density

The pn vs. q pk
sym
, operating window in Fig. 5a is the most sophisti-

cated prediction for the ITER divertor power handling performance
currently available, but is nevertheless incomplete in the sense that
several additional factors will modify (and indeed unfortunately usually
increase) the simulated peak heat flux densities. This section will ex-
amine most of the key such factors, beginning (Sections 3.2.1 and 3.2.2)
with the case of the unperturbed magnetic equilibrium which has been
the focus of the paper thus far. Section 3.2.3 will consider the issue of
target loading during the application of 3-D fields for ELM control/
suppression which may eventually turn out to be the standard operating
mode for ITER at high performance, but for which divertor plasma si-
mulations are still in their relative infancy compared with the 2-D ax-
isymmetric situation.

3.2.1. Component shaping
The first and easiest factor to account for which impacts the SOLPS-

4.3 predicted values of q pk
sym
, is the geometrical contribution due to

divertor target tilting and MB surface shaping (see Fig. 2 in [36] for a
schematic description of these geometrical factors). The former has
always been recognized as necessary to protect against the macroscopic
(several mm) radial misalignments which are expected to occur be-
tween neighbouring divertor cassettes (with design toroidal separation
of 20 mm) due to assembly tolerances during installation in the vacuum
vessel [38]. Regarding the latter, the question of whether or not po-
tential radial misalignments (maximum specified value 0.3 mm) be-
tween the toroidally neighbouring individual W MB chains (plasma-
facing units, PFU) comprising the IT and OT need to be protected by
shaping has been the subject of significant R&D in recent years as the IO
has sought to freeze the final divertor design [36].

The most straightforward solution is the use of a toroidal bevel on
the MB top surface, with bevel height of 0.5 mm to protect the worst
case misalignment with some margin. As shown by the very detailed
numerical ion orbit study in [37], itself benchmarked against state-of-
the-art particle-in-cell simulations [85], this eliminates the problem of
steady state poloidal gap (PG) edge loading and mitigates a substantial
component of the ELM PG heat loads. Elimination of the stationary PG
loading comes at the price of an increased field line incidence angle at
the MB surface. The combination of the global target tilt angle (∼0.5°)
and the MB toroidal bevel (with bevel angle = 1.0°) required to protect
(with margin) a 0.3 mm radial step between toroidally adjacent MBs,
increases the field line incidence angle by 1.5° (see Fig. 3). This makes
for rather steep total incidence angles, > 4° at the IT and OT strike
points, increasing the surface power density due to the thermal plasma
and plate ion recombination components of the total heat load (see
below and Fig. 12) by a factor ∼50% compared with the cylindrically
symmetric target assumed in the SOLPS modelling.

The MB geometry, comprising a square block with a circular cooling
channel naturally leads to a surface temperature at the toroidal ex-
tremities of the MB surface higher than that at the centre. Adding a
toroidal bevel enhances this disparity on the magnetically wetted ex-
tremity. However, the increase is considered less problematic than the
very severe PG edge melting which would almost certainly occur during
even mitigated ELMs on ITER [37], or the very high stationary tem-
peratures which would be reached during steady state loading of an
unprotected edge [36].

Unfortunately, the toroidal bevel does not solve the problem of
extremely localized overheating on the edges of the toroidal gaps (TG)
running down the long dimension of the MB in the toroidal direction
(see Fig. 1), both during ELMs and in steady state, or the “optical
hotspots” on poloidal edges caused by particles able to penetrate down
the TGs. For the OT, because both ions and electrons strike the upper
edges of the MBs, the TG (and simultaneously the optical hotspot)
steady state loading can be eliminated and ELM-induced loading
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reduced by ∼factor 2 with almost no further penalty on surface power
density by implementing a “shallow” planar toroidal-poloidal bevel
[86]. At the IT, the inclination of the magnetic flux surfaces means that
electrons strike the upper and ions the lower MB edges and there is no
shaping solution which can protect both [87]. Moreover, even at the
OT, the shallow poloidal-toroidal bevel may only be used under the
condition that MBs on toroidally neighbouring PFUs be well aligned
poloidally. This is considered unfeasible from the engineering point of
view.

A deeper poloidal bevel would be immune to PFU poloidal mis-
alignments and, in the case of ELMs, reduces further the upper TG
loading, at the expense of slightly increased lower TG heating [86].
However, the deep bevel would yield ∼30% higher stationary loads
due to thermal plasma and ion recombination on the MB surface
compared with the toroidal bevel alone (thus a factor ∼2 higher than a
non-shaped surface). This is of particular concern in cases in which the
divertor may transiently reattach (corresponding to lower pn) when the
out-in q⊥,pk asymmetry and the OT loads increase rapidly (see Figs. 5a
and 13). Given that both TG edges cannot in any case be protected at
the IT, the increased stationary loading at the OT due to the addition of
the deep poloidal bevel is considered prohibitive. In view of all the
above considerations, it has been decided to implement only a toroidal
bevel on the top surfaces of MBs in the high heat flux areas (straight
portions) of the vertical targets. This decision consciously acknowl-
edges that melting of TG edges (Section 5) and at optical hotspots may
have to be accepted at both targets. Further experimental work and
modelling is required to evaluate the consequences for the MB lifetime.

The inclusion of a toroidal bevel naturally introduces a magnetically
shadowed region on the surface of each MB which cannot be accessed
by thermal plasma loads. As shown in Fig. 12, where profiles of the
principal contributors to the total target heat loading for two of the Ne
seeded cases at fixed cNe = 1.2% in the q pk

sym
, vs. pn domain of Fig. 5a are

compiled, the shadowed region (amounting to between 5% and 40% of
the total MB surface area for the baseline q95 = 3 magnetic equilibrium

depending on the magnitude of the radial misalignment between tor-
oidally neighbouring MBs [37]) has varying impact depending on the
operating point and on the target location (IT or OT). At low pn the
thermal plasma contribution completely dominates at the OT (where
the plasma is in the high recycling regime near the strike point – see the
Te profile in Fig. 6b for pn = 2.6 Pa), accounting for almost the entire
surface heat load. The strong out-in asymmetry (Fig. 5a and discussion
in Section 3.1.3) at low pressure means that the IT is already in a
partially detached state, so that the combined contributions of ion re-
combination at the plate, CX neutral impact and photonic radiation
dominate over the thermal plasma contribution in the strike point re-
gions.

At higher pn, the target heat load densities symmetrize and both
strike point regions are strongly detached, with relatively low con-
tribution of thermal plasma to the target loading. Since charged parti-
cles deliver the thermal plasma and plate ion recombination compo-
nents to the target, the magnitude of their contribution is sensitive to
total magnetic field incidence angle, whilst the CX and photonic loading
contributions are normal to the plate surface and are unaffected by
magnetic shadowing. This has the important consequence that the im-
pact of MB front surface shaping is reduced when operating in a more
detached state (namely high pn).

Taking proper account of the shaping for the adopted design values
of the toroidal bevel applied to MBs in the high heat flux areas and
including the global target tilting, generates a corrected version of the
pn vs. q pk

sym
, operating curve in Fig. 5a, where now the variable q pk

shp
,

denotes that shaping is taken into account. Fig. 13 gives the result,
showing, as expected, much larger peak heat flux densities at low
throughput (low pn), but very similar values for more detached oper-
ating points, where the shaping has much lower impact. The different
detachment states at the two targets at low pn means that the inclusion
of shaping increases the out-in asymmetry compared to the cylin-
drically symmetric case (i.e. the situation with no MB surface shaping
or target tilting). The overall effect is to shift the acceptable operating
point in terms of target power handling to higher pn. What precisely
“acceptable” means will be further discussed in Section 4.

In the case of operation at higher q95, corresponding to the lower Ip

advanced scenario plasmas foreseen in the latter stages of the FPO
campaign (Section 2), field line incidence angles, and hence plasma
wetted areas will decrease to values which could be as little ∼35% of
the total MB top surface area, depending on the relative radial mis-
alignments of neighbouring blocks. Unpublished data from electron
beam testing of MBs down to 25% partial loading at up to 20 MW m−2

performed under contract to the IO shows that the thermal performance
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is maintained and there are no adverse consequences for the MB in-
tegrity.

3.2.2. Narrow heat flux channels and drifts
Considering still the case of an unperturbed magnetic equilibrium,

there are two further factors which may influence the target heat
loading in addition to component shaping: heat flux channel width and
fluid drifts. Beginning with the former, Section 3.1.1 has discussed how
empirical scaling on current devices and ion magnetic drift theory for
the upstream heat flux width extrapolate to λq ∼ 1 mm for the ITER
burning plasma baseline at Ip = 15 MA. Turbulence simulations using
the XGC1 and BOUT++ codes find, in contrast, that the ion orbit
prediction is broken at the ITER scale and that λq ∼ 5–6 mm might be
expected, closer to the λq ∼ 3.5 mm fixed in the SOLPS-4.3 database
(Fig. 4).

To examine the consequences for power handling of a much lower
λq, cross-field transport coefficients can be reduced in the ITER SOLPS
modelling. This numerically challenging exercise is being attempted at
the time of writing with the new SOLPS-ITER code, for the W/Be en-
vironment, but the results are insufficiently mature to be presented
here. Instead, recourse can be made to an earlier SOLPS-4.3 study (thus
no drifts) made for the case of carbon divertor plates and
PSOL = 100 MW [28]. In that work, fuelling throughput scans were
performed on a grid with finer resolution close to the separatrix, and
with D⊥ and χ⊥ reduced to 50% and 25% of the standard values
(D⊥ = 0.3 m2 s−1, χ⊥ = 1.0 m2 s−1, Section 3.1.1). A subset of the
results reported in [28] have been extracted for comparison with the
SOLPS-4.3 “carbon-free” database, focussing on q pk

shp
, , and are shown in

Fig. 14, which is a replot of Fig. 13 (note the extended y-axis) and which
also includes some new points obtained from SOLPS-ITER drift runs
(see below).

From the “reduced-transport” carbon SOLPS-4.3 runs, the fuel
throughput scan at D⊥ = 0.075 m2 s−1, χ⊥ = 0.25 m2 s−1 (baseline
reduced by a factor 4, denoted by fperp = 0.25 in Fig. 14) has been
included for both IT and OT, along with the case for standard D⊥ and χ⊥

for the OT only (to avoid too much clutter on the plot), showing how
q pk

shp
, for carbon is actually quite close to the metal wall impurity seeded

results and justifying the use of data from a “natural” seed impurity
produced by chemical and physical erosion at the targets. For these two
series the average separatrix impurity concentration (defined in the
same way as cNe – see Fig. 3) is cC = 1.48%, at fperp = 0.25 and

cC = 1.41% for standard transport (fperp = 1). All points in Fig. 14, in
common with Fig. 13, take proper account of the divertor target
shaping. Following the same procedure described in Section 3.1.1 and
Fig. 4, the reduced transport runs yield an upstream
λq = 1.3 ± 0.2 mm (c.f. 3.4 ± 0.5 mm for standard transport), quite
close to the λq ∼ 1.0 mm expected from the experimental scaling.

Reducing transport has the expected effect of increasing q pk
shp
, at

given pn, requiring operation at high pn to maintain acceptable target
peak heat loads. Note also that as the heat flux channel narrows, the
out/in asymmetry weakens significantly, corresponding to less strong
partial detachment at the IT. For pn in the range of 10 Pa, q pk

shp
, remains

manageable. As shown in detail in [28], the effect of reduced λq is
much less pronounced at high pn because there the heat flux reduction
from X-point to target is primarily driven by radiation (mostly due to
impurity) with much lower contributions to power removal from radial
transport and direct neutral interaction. As the heat flux channel con-
stricts, the higher density there provides higher Prad (∝ ne

2 at least – see
Fig. 15(b)) and the increased radiation outweighs the reduction in ra-
diating volume. Further out in the divertor SOL, the behaviour is
practically unaffected by the reduced λq. At lower pn, the contribution
of radiation to power loss is weak so that target power deposition is
dominated by charged particles and the impact of reducing transport is
significant, producing values of q pk

shp
, at both IT and OT far beyond ac-

ceptable stationary loading. The consequence of the increased density
in the separatrix region for the upstream density at high pn is examined

 2  5 10 20

 5

10

15

20

30

40  
50

 

 

cNe 0.6-2.1%
Drifts on

SOLPS-ITERITOT
fperp = 0.25

SOLPS-4.3 C

fperp = 1.00

ITOT

Run cases: #123014-123021 

Divertor neutral pressure (Pa)

0.3 Ne
0.4 Ne
0.6 Ne
0.8 Ne
1.2 Ne
1.8 Ne

ITOT

0.8 N

cimp (%)
SOLPS-4.3

 (
M

W
m

-2
)

⊥
,p

k
qsh

p

Fig. 14. Compilation of the SOLPS-4.3 q pk
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, vs. pn operational space of Fig. 13

for Ne and N seeding with SOLPS-4.3 carbon cases at “standard SOL D⊥ and χ⊥”
(fperp = 1, OT point only for clarity) and 4x reduced transport (fperp = 0.25, see
[28]) and new SOLPS-ITER cases with standard SOL transport but fluid drifts
activated at full strength (see [90]). In all cases, PSOL = 100 MW with target
tilting and MB toroidal bevelling taken into account. Note the difference in the
y-ordinate upper limit in comparison with Fig. 13.

Fig. 15. (a) Dependence on pn of ne,sep for the simulation cases of Fig. 14. (b)
Variation of cimp with ne,sep for the Ne-seeded data in (a) with the colour coding
and symbols now representing groups of points with the Prad,div in the 5 in-
tervals given in the legend. The dashed lines are fits of the function =c Animp e sep,
to each set of points within each band of Prad,div with the parameter α in each
case given in the legend. Note that the colours and symbols used in (a) and (b)
are completely unrelated.
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below (Fig. 15a).
Drifts are well known in current devices to have a strong impact on

stationary divertor power loading (see e.g. [67,88]). For forward Bφ

operation, they tend to enhance the natural out/in target power
asymmetry arising from toroidal geometry, though the actual peak heat
flux density obtained depends of course on divertor plate geometry (this
is also the case for the ITER divertor as noted in Section 3.1.3, with the
steeper inclination angle of the IT). Computationally, the inclusion of
drifts in ITER simulations is extremely challenging, and is possible
within the SOLPS framework only for code versions 5.0 and above, of
which SOLPS-ITER is the most up to date manifestation. Switching
drifts on in the code leads to extremely long convergence times (years)
for ITER burning plasmas and it has only been possible very recently,
with the development of a suite of code speed-up schemes [89], to
obtain a series of code runs corresponding to a modest subset of the
SOLPS-4.3 database at PSOL = 100 MW. The 8 points available at the
time of writing are included in Fig. 14, discussed above in relation to
the consequences of reduced transport (without drifts). The effect of
target shaping has been fully accounted for. A detailed description of
these code runs, deeper physics analysis and a discussion of the dif-
ferences between these new simulations and their non-drift SOLPS-ITER
and SOLPS-4.3 counterparts may be found in [90].

Apart from the activation of drifts, the new SOLPS-ITER simulations
differ in an important aspect from those obtained with SOLPS-4.3: they
include an H-mode transport barrier inside the separatrix, obtained by
specifying radial profiles of D⊥ and χ⊥ tuned to provide approximately
the expected QDT = 10 pedestal profiles of ne, Te and Ti. Inclusion of the
transport barrier is important given the impact on drifts of the strong
electric potential gradients which develop in the H-mode. In the SOL,
D⊥ = 0.3 m2 s−1, χ⊥ = 1.0 m2 s−1 are fixed, as in the SOLPS-4.3 runs,
producing a similar near SOL omp λq ∼ 4 mm. Unlike the SOLPS-4.3
simulations, the SOLPS-ITER runs assume W at the divertor targets (see
discussion in Section 3.1.1), though W impurity is not evolved. They
also use Ne impurity seeding, but it has not yet been possible to produce
a well-defined series of throughput scans at varying cNe as in the SOLPS-
4.3 database. One or two equivalent N-seeded drift runs are available
but are not included in Fig. 14 (see Section 3.1.4 and [78]).

The trend in the new runs is similar to the non-drift cases: with
increasing pn, the out-in asymmetry reduces. However, the asymmetry
increases more markedly than the non-drift cases as pn decreases, with
q pk

shp
, at the OT rapidly exceeding tolerable limits. The tendency for the

loads to symmetrize at high pn is qualitatively expected with deepening
detachment when the convective zone widens in the strike point region
and drifts play a lesser role. As shown in [78], the divertor radiation
distributions with and without drifts are very similar at the higher pn

for approximately equivalent cNe. What is clear is that if these new
results can be trusted, they are a further indication that operation at
higher pn is likely to be required at ITER from the point of view of
power handling. Drift runs at low SOL transport have not yet been at-
tempted, but are planned and are clearly a necessary step.

An important question to address is the extent to which, in pushing
to higher pn and hence deeper detachment than covered in the existing
ITER SOLPS-4.3 database, the radiation distribution moves towards the
X-point, eventually forming an X-point MARFE, as seen commonly on
current devices (see e.g. [73,74]) at high seeding rates. Here, apart from
the impact of increased radiation inside the confinement region/ped-
estal, which may prevent strongly detached regimes on ITER given the
proximity to the L–H power transition threshold at which the device
will operate, a key issue is the stability of the detachment front. From
the perspective of detachment control, it will be important to assess
whether or not the sharp transitions/bifurcations (“detachment cliff”)
which have been observed experimentally in some current devices, may
also appear on ITER at higher levels of dissipation than considered in
the current database. In fact, recent modelling of the bifurcations seen
on the DIII-D tokamak during H-mode operation with the UEDGE code
can only qualitatively match experiment if drifts and currents are

activated in the simulations [91].
As mentioned earlier, the studies reported in [28] with SOLPS-4.3 at

reduced transport used a more refined grid in the separatrix region.
This issue of grid resolution is a further factor which can influence q pk

sym
, ,

even in the case of “normal” transport assumptions. A recent study of
the impact of grid discretization error using SOLPS-4.3 found a ∼25%
increase in q pk

sym
, when the grid was refined by a factor 4 for partially

detached, low power, D-only ITER “test” cases [92]. Further tests with
SOLPS-ITER are underway at the time of writing for the full power,
impurity seeded cases.

Recent work using a large database of measurements from the JET
and ASDEX Upgrade tokamaks finds clear evidence, supported by
quantitative arguments, for a central role of the upstream separatrix
density normalized to the Greenwald density, ne,sep/nGW, in de-
termining the onset of the H–L back transition [93]. This H-mode
density limit is strongly correlated with the approach to the ideal bal-
looning instability threshold at the plasma edge. Fig. 15a gives the
dependence of ne,sep (evaluated at the omp) on pn for the simulation
cases compiled in Fig. 14, thus including the reduced and “normal”
transport carbon cases and the new SOLPS-ITER drift runs for W/Be.

An obvious immediate trend seen in Fig. 15a is the rather weak and,
in some cases, absence of any dependence of ne,sep on pn for given cimp.
A somewhat stronger dependence, ne,sep ∝ pn

0.25–0.3, in the region
around partial detachment has been reported in a recent paper from
ASDEX Upgrade [94]. These observations (code and experiment) are
consistent with a simple theoretical analysis [44] which relates the
maximum upstream plasma pressure (and hence density) that the di-
vertor can sustain with energy balance in this plasma. Fig. 15a is in-
direct evidence that the ITER divertor provides efficient neutral con-
finement within the range of pn covered by the simulations. However,
to show this quantitatively requires a complete study of particle balance
in the system, comparing the neutral ionization rate in the main
chamber SOL and divertor, properly accounting for the neutral re-
combination source in the divertor and the contributions of gas puffing
and wall recycling in the SOL. This is not performed here and is left for
future work.

Fig. 15a also clearly demonstrates that as cNe is reduced, ne,sep in-
creases for given pn. This is because as cNe increases, radiation increases
and the power available for molecular dissociation and ionization/ex-
citation of the fuel molecules/atoms decreases so that the upstream ion
density and hence ne,sep decreases. It is also notable that for the carbon
run series at standard transport, for which cC = 1.41% on average for
the throughput scan, the data for ne,sep lie roughly at the same values
for the zero-carbon series at cNe = 1.2%. There does not appear to be
any attention paid in the experimental literature to the behaviour of
ne,sep with cimp, with most emphasis given to the effect on the H-mode
pedestal (see e.g. [74]). This is most likely related to the difficulty of
measuring ne,sep itself under the high power H-mode conditions in
which most seeding work is performed on current devices.

The strong dependence of cimp (=cNe) on ne,sep seen in Fig. 15a is
examined further in Fig. 15b for the Ne-seeded simulations only, since
this represents the largest dataset in which cimp is systematically varied.
Here the data are grouped according to their value of Prad,div within 5
bands of width ∼7 MW and centred on 30, 37, 44, 52 and 59 MW,
spanning the whole range of Prad,div (from 26.3 → 62.5 MW). A fit to the
function cNe = Ane,sep has been performed for the data in each of the 5
Prad,div intervals. Values of α range from -2.0 → -4.0, with the ne,sep

2

dependence found for the highest Prad,divwhere detachment is strongest
(i.e. at the highest pn), and a scaling with ne,sep

4 at the lowest Prad,div. The
trends are thus in general stronger than expected from simple models,
such as the Lengyel approach mentioned in Section 3.1.4 [76] , which
give cimp ∝ ne,sep

2 , but which assume cimp = cnst along a given flux
surface. As discussed in [77], one possible explanation for the stronger
dependence is increasing radial transport loss from the first SOL ring
(where the cimp metric is defined in this work, Section 3.1.1), which
decreases with decreasing ne,sep so that the increase in cimp required at
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lower ne,sep to remove all the power conducted down the flux tube is
higher than predicted than the Lengyel model. What the curves in
Fig. 15b also provide is an explanation for the evident insensitivity of
q pk

sym
, , q pk

shp
, in Figs. 5a, 13 and 14 to cimp, especially at low pn, since

Prad,div ∝ cimpne,sep
2 . Although as yet unpublished, there is tantalizing

new evidence from the ASDEX-Upgrade tokamak [95] that the beha-
viour predicted for ITER in Fig. 15b is actually found experimentally for
N-seeded H-modes. If this is confirmed and found also in simulations of
this device (such as those performed by Reimold et al. [96]), this would
be an important confirmation of a principle finding for the ITER di-
vertor operational space.

Returning to the question of maximum tolerable ne,sep, the highest
values in Fig. 15a for the “standard transport” assumption (namely for
λq ∼ 3.5 mm at the omp, Fig. 4) are found at the lowest cNe and peak at
ne,sep ∼ 6 × 1019 m−3. This is 0.5 nGW for the 15 MA ITER baseline
burning plasma (nGW = Ip/πa2 where the units are 1020 m−3, MA, m).
The analysis in [93], finds the observed H-mode operational boundary
to be roughly limited by ne,sep/nGW < 0.4–0.5 in JET and ASDEX Up-
grade, when the MHD ballooning parameter at the separatrix location
reaches values in the range of theoretical predictions for ballooning
instability. This observed critical ne,sep/nGW can be quantitatively de-
rived using the experimental λq scaling [56], itself obtained partly from
JET and ASDEX Upgrade data. If the same limit also applies to ITER,
then the lowest seeding values in the SOLPS-4.3 database would be
marginal, though these were obtained for SOL transport assumptions
giving higher λq than the empirical scaling. At reduced transport (the
carbon case at fperp = 0.25 in Fig. 15a), giving λq = 1.3 mm, closer to
the empirical scaling prediction for ITER at 15 MA, ne,sep exceeds the
predicted limit and H-mode operation may be compromised. Since the
lower cNe are those at which QDT is maximized [3], a compromise will
need to be sought for the appropriate seeding level, assuming Ne as
extrinsic radiator and depending on the real λq which is found on ITER.
What is clear is that more simulations are required, particularly at re-
duced transport in the W/Be environment with impurity seeding (Ne
and N).

3.2.3. Impact of 3D fields
The entirety of this article has thus far been dedicated to the case of

divertor performance in the case of an unperturbed magnetic equili-
brium leading to axisymmetric target power loading, broken only by
the inclusion of component shaping, which is easily accounted for by
applying geometric (via modified field line incidence angles) projection
to the fluxes predicted by 2-D SOLPS modelling. However, the ELMs
found universally to accompany the baseline H-mode operation on
which ITER relies to achieve its fusion performance goals will be too
damaging to the divertor targets if they are not at the very least strongly
mitigated and preferably completely suppressed (Section 5). The most
promising current technique for ELM control/suppression is the appli-
cation of external, symmetry breaking magnetic perturbations (MP)
achieved using a variety of coils installed in-vessel and thus close to the
plasma boundary (see e.g. [97–99]). On this basis, ITER is being
equipped with an extensive set of such coils, located behind the first
wall shielding blanket and comprising 3 toroidal rows of 9 window-
frame type units [100].

The application of MP fields modifies the magnetic structure of the
boundary plasma. This is a complex process and not all aspects are yet
fully understood, specifically the precise mechanism driving ELM sup-
pression. An important component is the impact of the MP field am-
plitudes on resonant surfaces inside the plasma. In a linear super-
position of the MP field on the axisymmetric plasma equilibrium,
magnetic islands formed on these resonant surfaces can overlap,
yielding a stochastic magnetic field [101,102]. However, the plasma is
a highly conductive medium and responds to the external magnetic
field components. When ELM suppression is achieved, this is found to
act like an ideal kink-peeling response, inducing an amplifying local

kink mode on resonant surfaces in the plasma edge where the pressure
gradient is high and the electron diamagnetic drift is low enough
[98,103,104]. When this occurs, several of the magnetic islands will be
suppressed due to plasma screening of the associated resonant field
amplitudes and only the outermost modes will be strong enough to
open a magnetic island, possibly driving the change in transport re-
quired to prevent the pedestal from reaching the peeling-ballooning
threshold.

A second key phenomenon, better understood but still dependent
for a full description on improved understanding of the internal plasma
response, is the appearance of helical magnetic lobes created when the
separatrix splits into two distinct branches (stable and unstable mani-
folds) as a result of the small radial non-axisymmetric perturbations to
the axisymmetric equilibrium field [105]. These separatrix lobes break
the axisymmetry of the plasma boundary and may intersect the divertor
targets, producing helical magnetic footprints [102].

Simulation of these non-axisymmetric divertor conditions necessa-
rily requires a 3-D model, with the only sufficiently mature contender
presently available being the EMC3-Eirene code [106,107], which uses
the same neutral kinetic code (Eirene) as that deployed in the SOLPS
package, along with the Braginski fluid equation solver EMC3. How-
ever, until very recently, numerical oscillations arising under conditions
of low divertor Te and high ne [108] have meant that the code could not
access strongly dissipative conditions and its only major application to
the prediction of ITER divertor power loads in the presence of MPs was
restricted to moderate high recycling conditions [109]. This has now
been resolved [110], at least with regard to dissipation involving fuel
species, by introducing a linearization of the sink term in the electron
energy balance equation arising from electron impact losses on particles
of the neutral gas. The modified code has been benchmarked against a
SOLPS-ITER low power (PSOL = 20 MW), hydrogen only gas scan,
finding clear particle flux roll-over and pronounced heat flux detach-
ment in very good agreement with the 2-D code results and no oscil-
lations in the solution.

It is now possible to improve upon some aspects of the initial EMC3-
Eirene simulations for MP application on ITER at high performance
reported in [109], though an improved impurity model is still lacking in
the code to properly treat the case of the highly radiative divertor. A
possible resolution to this deficiency is in fact now imminent following
the implementation of a kinetic ion transport module in Eirene [111].
In addition, one of the authors of the present manuscript (H. Frerichs) is
currently in the final stages of developing the capability to deal with
volume recombination in EMC3-Eirene.

A first application of the code with improved treatment of particle
detachment to ITER has been to examine the divertor target loads to be
expected when MP fields are first applied to test ELM control in the
initial non-nuclear (PFPO-1 – Section 2) phase of operation [112].
According to the IRP, such attempts will be made at Ip = 5 MA,
Bφ = 1.8 T, allowing use of the baseline magnetic equilibrium at
q95 = 3 and benefitting from the low toroidal field to allow H-mode
access with the limited input power which is expected to be available at
that point of ITER exploitation. Code runs have been performed for a
pure hydrogen test case in which PSOL = 30 MW and in which the
standard SOLPS cross-field transport (D⊥ = 0.3 m2 s−1,
χ⊥ = 1.0 m2 s−1) has been applied.

To account for the plasma response features described briefly above,
perturbed equilibria are provided by the MARS-F [113] linearized, re-
sistive single fluid MHD code for the case of MP application with tor-
oidal mode number n = 3 and in which the coil phasing (and hence the
MP poloidal spectrum) has been optimized for ELM control according to
the criterion of a maximized kink-peeling amplification near the se-
paratrix mentioned earlier [114]. Variations in the level of plasma re-
sponse, namely a dominantly screening response and a case with a clear
level of resonant field amplification near the separatrix as a result of
different magnitudes of toroidal rotation, have been used to explore two
extreme plasma response cases as reference.
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As shown in [112], although the calculated plasma response screens
most of the resonances and produces a much reduced chaotic domain
inside the separatrix in comparison to the vacuum field, resonant field
amplification in the separatrix vicinity leads to large helical lobes in the
SOL which can exceed the size of those obtained for the vacuum field
approximation in the case of the largest assumed toroidal rotation.
Some of these lobes intersect the targets, providing a pathway for
plasma inside the separatrix to connect to the plate and presenting a
potential problem for dissipation of the resulting heat flux given the
high temperature of the plasma in the connected flux tubes.

Example EMC3-Eirene simulations are presented in Fig. 16, which
compares the OT heat flux density (uncorrected for surface shaping,
thus qsym) at two points in the pure H gas puff scan in the range
1–9 × 1022 s−1 for an unperturbed equilibrium and for the case of MP
application with coil phasing which produces an optimized (with re-
spect to maximization of the kink-peeling amplification) plasma re-
sponse at low toroidal rotation. The profiles are taken at φ = 60°,
toroidally halfway through the 120° 3-D domain modelled for this
n = 3 perturbation, and in the region where heat loads and radial
extent of the lobes are highest. At all toroidal locations, the radial ex-
tent of the lobes is such that the 3-D heat flux pattern remains within
the confines of the straight portions of the divertor targets where
leading edges across poloidal gaps (see inset in Fig. 1) are protected by
MB surface shaping (Section 3.2.1). At low gas puff rate, the un-
perturbed strike point is clearly attached, moving into a partially de-
tached state at the highest gas injection rate in the scan (compare with
the heat flux profile evolution in Fig. 6a for the burning plasma
throughput scan at fixed impurity concentration).

In contrast, when MPs are applied, the heat flux pattern striates,
with about a factor 4 reduction in power density at the original strike
zone and two clear lobes appearing further out (centred at ∼10 cm and
∼40 cm from the unperturbed strike point in Fig. 16). The peak qsym is
lower than the unperturbed case at both of these lobes, but crucially,
when gas puff is increased, the first lobe partially detaches (at a lower
roll-over particle flux than for the non-perturbed case), but at the
second, the heat load actually increases (the particle load, not shown in
Fig. 16, also increases at this location). This behaviour is very re-
miniscent of observations first reported from EAST [115] for the case of
n = 1 perturbations driven by Lower Hybrid Current Drive (and thus
not by currents in external coils). There it was conjectured, as men-
tioned above, that the lobes further out in the divertor SOL are con-
nected to regions deeper in the plasma, where temperatures are higher,
so that the plasma at the targets is still in the sheath limited regime. In

this case, the heat flux density would increase with increasing particle
flux and the lobe would be harder to detach. At the highest gas puff
rates attempted in the simulations thus far for the particular case in
Fig. 16, detachment of the far SOL lobes was not achieved.

Analysis is currently underway to study the connection between
upstream and downstream in these ITER non-active operation simula-
tions, but the result in Fig. 16 clearly shows that decoupling of divertor
characteristics may well occur even in the early phases of ELM control
tests on ITER. How easy it might be to detach these striated structures is
an important area for further R&D. Experiments on current devices are
hampered by the fact that ELM suppression has not yet been experi-
mentally found under the dissipative divertor conditions necessary for
power handling (namely at higher plasma density). In cases of ELM
mitigation only, several experiments have been conducted (see [116]
for DIII-D and NSTX and [117] for ASDEX Upgrade), with contradictory
results, even in the same device, regarding the possibility of detaching
non-axisymmetric target structures. The EMC3-Eirene enhancements
described above can now hopefully be more widely deployed in support
of understanding the experimental findings on present devices. Mean-
while, the code will continue to be applied to ITER scenarios of in-
creasing complexity, at higher power and with seeded impurities, for
different plasma response models and toroidal mode numbers. It is fi-
nally worth noting that the ITER MP coil set can be readily used to
toroidally rotate and hence spread the 3D perturbation across the di-
vertor targets in the case of excessive non-axisymmetric heat loads
driving local MB over-heating, subject to constraints on the rotation
frequency due to fatigue cycling at the MB cooling channel interface
[100].

4. New criterion for allowed peak heat flux density

The SOLPS analyses presented in Section 3 demonstrate an in-
creasing trend, as more refinements are included in the physics model
and component tilting/shaping are included, for the divertor operating
point to shift to higher neutral pressures if q pk, is to remain at accep-
table levels. As briefly mentioned in Section 1, the issue of what is
“acceptable” is a materials and technology dependent criterion. The oft
quoted value of 10 MW m−2, as the maximum tolerable stationary heat
flux density for ITER divertor, was historically determined as accep-
table for CFC-based and W MBs and adopted as the engineering quali-
fication standard once the decision was taken to move to a full-W di-
vertor [118,119]. The “ITER full tungsten divertor qualification
programme”, [119], launched in 2012, consists of a 2-stage technology
development phase in which the two Domestic Agencies (DA) supplying
the divertor vertical targets (OT (Japan) and IT (Europe)) first de-
monstrated fitness for purpose (through thermal loading tests), using
small-scale mock-ups, of their proposed joining technologies of W MBs
to the cooling tubes and of the MB to steel support leg attachment
which is used to join the PFU to the vertical target steel support
structure (through mechanical loading). The second “technology de-
monstration stage”, now well underway, requires the manufacture and
testing of full scale PFU prototypes, including the specified MB front
surface toroidal bevelling (Section 3.2.1) and attachment to the steel
support structure.

The thermal loading protocol in Stage 1 required that the W MB
small-scale mock-ups demonstrate adequate thermal fatigue perfor-
mance (in electron beam facilities) at both 10 MW m−2 and during a
limited number of cycles up to twice this stationary heat flux (thus
20 MW m−2), as a proxy for transient “divertor reattachment” events
which might take place during the high power phases of ITER opera-
tion. It is during these latter tests (and never at 10 MW m−2) that the
“macro-cracking” (also denoted “self-castellation”) phenomenon was
observed on some MBs [120,121], in which a crack develops, usually
near the centre of the MB (see inset in Fig. 17), where the thermal stress
is highest due to the MB geometry (round cooling channel in a square
MB). These cracks initiate at the heated surface, and can extend
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(depending on the number of loading cycles to 20 MW m−2) to the pure
copper interlayer between the W and the CuCrZr copper alloy cooling
pipe [120]. This self-castellation does not seem to impair the thermal
performance of the MB, but it does lead to the appearance of an exposed
edge at the crack location (heights of up to 0.8 mm have been observed
[122]). The response of this edge to high fluence plasma exposure and
repeated transients is completely unknown at present.

The macro-cracking occurs as a result of recrystallization of the W
near the MB surface due the high temperatures reached during the
20 MW m−2 loading. Recrystallization decreases the material hardness
and strength, strongly affecting the thermal shock resistance and in-
creasing brittleness, so that cracking can be promoted during heating or
cooling of the MB for a given thermal cycle. The fact that the self-cas-
tellation is observed to occur only after a certain number of load cycles,
suggests that a certain depth of material must have recrystallized before
cracks appear and propagate [123]. Similar conclusions can be drawn
from recent coupled thermal and fracture-mechanical 3-D finite ele-
ment simulations [124], which found that for the ITER MB geometry
and under conditions matching the engineering qualification tests,
cracking occurs once a depth of about 2 mm into the material has un-
dergone recrystallization.

These observations can be used to establish an approximate “op-
erational budget” for the ITER divertor [125] based on material limits
and their modification during plasma exposure, in particular due to
recrystallization and specifically with the avoidance of self-castellation
in mind. This is achieved by using the fact that recrystallization is a
function of both temperature and time so that if the integral duration of
exposure over lifetime is known, the allowed surface temperature be-
fore a given fraction of the material is recrystallized can be transformed
into a maximum permissible stationary heat flux density over the ex-
posure period. Fixing a budget in terms of bulk recrystallization may
also have the possible added benefit of raising the threshold for surface
cracking due to the fast, repetitive transient heat loads brought to the
surface by ELMs (see Section 5) since the cracking itself is facilitated by
the reduced mechanical strength of recrystallized material.

Fig. 17 makes the transformation of q pk
shp
, vs. pn from the SOLPS-4.3

database to Tsurf vs. pn, using the data from Fig. 13, thus taking into
account the impact of MB surface shaping and target tilting. Here Tsurf is
the surface temperature at the centre of the MB, where the macro-
cracks usually form, and is thus the appropriate location at which to
apply the recrystallization criterion. The transformation from q pk

shp
, to

Tsurf is performed using a simple linear relationship (Tsurf
(°C) = 85.6q pk

shp
, (MW m−2) + 57) derived from finite element thermal

simulations of the ITER reference MB design [36,123], with toroidal

bevel, 6 mm W thickness at the block centre and using the nominal
cooling parameters for MBs in the HHF regions of the vertical targets.

In [125], a methodology is proposed in which recrystallization ki-
netics is used to describe the temporal evolution of the recrystallization
fraction, X, which in turn is related to the evolution of the material
hardness, HV. It is assumed that the decrease in hardness due to re-
crystallization must be limited to half the total hardness drop occurring
during full recrystallization, i.e. ΔHV/2 is obtained when X = 0.5
(offset linear dependence of HV on X [125]), with an associated time,
tΔHV/2 at which this occurs for a given temperature (or surface heat flux
density). Since the recrystallization kinetics of the W material to be
used in ITER is not well characterized, published data from Alfonso
[126] is used to estimate the dependence of tΔHV/2 on temperature. This
is shown as the full line in Fig. 18 for a depth of 2 mm into the material,
as a function of surface heat flux density. To supplement this curve,
additional data can be extracted from a materials characterization effort
performed by the IO [127] which accompanied the full-W divertor
qualification programme mentioned above [118]. Samples of five W
products used in the manufacturing of the MB components tested
within the this programme were annealed for 1 h at temperatures of
1300, 1500 and 1800°C then subject to tensile testing and hardness
measurements. The times to reach X = 0.5 have been derived from
these measurements for the five samples and are shown in Fig. 18,
giving thus a single point in tΔHV/2 (at 1 h). For the most and least
sensitive to recrystallization, the full tΔHV/2 curves have also been re-
constructed assuming the same temperature dependence of the re-
crystallization kinetics as that from Alfonso et al. [126]. This provides a
rough idea of the spread obtained from materials compliant with ITER
specifications for tungsten.

It is now a simple matter to take the estimated ∼2000 h of first
divertor lifetime high performance exposure duration discussed in
Section 2 (number rounded down from 2200 h for convenience) and
associate this with a MB surface heat load. The dashed vertical line in
Fig. 18, coupled with the approximate range provided by extrapolation
of the isolated data points at tΔHV/2 = 1 h thus indicates a heat flux
density of ∼16 ± 2.5 MW m−2 for the final MB design, in order not to
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exceed the 50% hardness reduction and hence reduce the probability of
macro-crack formation. This is considerably higher than the usual
10 MW m−2 often associated with the limit for stationary power density
cycling of the ITER divertor MBs. It also brings some welcome margin in
the event (Section 3.2) that future operators are obliged to accept
higher heat fluxes.

Further detailed studies are underway at the time of writing to
determine the recrystallization kinetics of the actual materials to be
used for the inner and outer vertical targets. This will allow the esti-
mates presented in Fig. 18 to be refined. It is of course important to bear
in mind that this operational budget based on recrystallization does not
account for the variety of additional factors which might influence W
performance in ITER (e.g. He-induced brittleness and morphology
changes, transient-induced melting, etc., see [125] for a comprehensive
and recent review). Nevertheless, recrystallization is likely to be the
most influential factor assuming transients can be adequately con-
trolled, so that imposition of MB surface temperature limits should
certainly be a key operational factor.

A final word is appropriate here on the subject of “transient re-
attachment”, mentioned briefly in Section 3.2.1 in the context of MB
surface shaping. From the point of view of engineering qualification of
divertor MBs (e-beam heat flux tests), this is the phenomenon referred
to as a “slow transient” (see e.g. [118,119,123]), in which the heat flux
density is imagined to rise by a factor of 2 above the baseline stationary
reference load of 10 MW m−2 and may remain at that level in quasi
steady state, but for a limited number of cycles within the divertor
lifetime [2]. These qualification tests typically subject the MBs to sev-
eral hundred such cycles in comparison with the several thousand cy-
cles for the baseline load. Physically, this is equivalent to moving to
lower divertor neutral pressure in the pn vs. q pk, operating domain in
Figs. 5a, 13 and 14. Such events may occur on relatively short time-
scales (hundreds of ms to seconds), but are not to be confused with the
fast (ms) transients, ELMs and disruptions, discussed in the following
section.

As discussed in Section 3.2.1, lower pn corresponds to deposited
power on the MB surface dominated by the thermal plasma and ion
recombination components of the total heat load (Fig. 12), both sen-
sitive to divertor target tilting and MB top surface shaping. At the
lowest pn (∼2 Pa) in the SOLPS-4.3 database (with λq ∼3.5 mm),
q pk

shp
, ∼ 25 MW m−2, essentially independent of cNe for the same target

tilt angle and MB toroidal bevel foreseen for ITER (Fig. 13). Should
λq ∼ 1 mm really occur at high Ip on ITER (Section 3.1.1),
q pk

shp
, ∼ 40 MW m−2 at pn ∼2 Pa (Fig. 14). These values should be

compared with those obtained in very recent CHF thermal loading tests
performed on a series of small-scale (3 mm W thickness) MB mock-ups
provided by the European supplier of the ITER divertor IT [42]. In these
experiments, the occurrence of CHF is detected by water leak on the
mock-ups. Scaled to the ITER divertor MB final design thickness of
6 mm above the cooling channel, the results show that if the CHF
margin of 1.4 which must be satisfied for the divertor MBs is to be
preserved, the top surface heat flux density should not exceed
∼20 MW m−2. The corresponding CHF value of ∼28 MW m−2 is also
approximately the point at which bulk top surface melting would occur.
Whilst CHF must of course be avoided at all costs, the same applies to
bulk melting which, even for comparatively short timescales, will have
very serious consequences (see [128] for an example of real tokamak
tests). Note that according to Fig. 18, for operation at 20 MW m−2,
tΔHV/2 ∼ 1 h for the 2 mm recrystallization depth to be achieved.

5. Fast transients

Fast transient divertor loading is not generally an issue which
strongly influences component design at the reactor scale, though the
design should to some extent aim to mitigate the consequences where
possible. The stored energy (Wplasma ∼350 MJ) in ITER QDT = 10
baseline discharges is such that transient heat fluxes expected at the

divertor targets due to large Type I ELMs and the disruption thermal
quench will drive W far above melting temperatures and cannot be
permitted to occur frequently.

A discussion of the risks from ELM and disruption-induced tran-
sients occupied the majority of the earlier ITER divertor physics basis
paper, published soon after the 2013 decision to begin operations with
a full-W divertor [2]. Much of what was stated there remains true and
the final divertor design, 5 years on from that review retains, for ex-
ample, the strong outer target baffle region toroidal chamfering in-
tended to reduce the impact of downward vertical displacement events.
In addition, the MB surface shaping, then only a proposal, has now been
extensively studied and fixed into the design (see Section 3.2.1).

On the physics side, there have nevertheless been significant de-
velopments since 2013, particularly with regard both to an improved
understanding of the expected Type I ELM target energy fluxes and to
their impact on the W material. For the former, an important advance
has been the publication of a new multi-machine (ASDEX Upgrade, JET
and MAST) scaling [10] for the peak parallel outer target Type I ELM
energy fluence, ε|| obtained by coherent averaging over many similar
ELMs of high resolution infra-red (IR) thermography:

= n T W R0.28scaling
MJ
m e ped e ped ELM, ,

0.75
,

1 0.52 1
2 with ne,ped [x1020 m−3], Te,ped

[keV] the electron density and temperature at the H-mode pedestal top,
ΔWELM the ELM energy loss (in %) relative to the plasma stored energy
(ΔWELM = WELM/Wplasma) and R the major radius [m]. The scatter of
this data about the regression is roughly a factor of 3, for a range in ε||

of more than two orders of magnitude in the database.
The proximity to unity of the exponents on ne,ped and Te,ped, implies

a linear dependence on pedestal top pressure, a feature which is re-
produced by the simple model put forward in [10], which pictures the
ELM pulse as the loss of energy stored in a toroidally uniform volume
spanning a small region around the pedestal top which is connected by
field line ergodization during the ELM to the divertor targets. This
energy is assumed to empty onto the targets along the ergodized field
lines on a free-streaming timescale. The model yields a compact ex-
pression for the ELM energy fluence, ε||,model ≅ 6πpe,pedRqedge, resem-
bling the experimental scaling and in fact giving a good description of
the lower bound of the regression (for smallest ΔWELM), with the upper
bound (highest ΔWELM) being consistent with ∼3ε||,model. The good
match of model and experiment allows the more ad hoc approach to the
prediction of ELM target energy loads used in the original ITER Heat
Load Specification [50,129], and subsequently adopted for the estab-
lishment of ELM control requirements on ITER [100], to be replaced by
estimates obtained on a sounder physics basis.

Since the scaling was published, it has been found to apply also on
the COMPASS tokamak (R = 0.56 m) using novel divertor target probe
measurements [130] and from IR thermography on DIII-D [131], where
the latter data support the suggestion that the rather large scatter in ε||

found in the ASDEX Upgrade/JET/MAST may originate as a result of
operation closer to the H-mode power transition threshold (as will be
the case in ITER). This DIII-D work also reports an interesting inverse
correlation of the ELM energy density with the toroidal mode number
with the highest growth rate computed from linear stability analysis.

The data is yet relatively sparse, but observations on ASDEX
Upgrade [10], DIII-D [131] and JET [132] generally support the scaling
applicability also at the inner divertor target. On ASDEX Upgrade, an
in-out symmetry of ∼1.25 is observed in the peak target ELM energy
fluences, consistent with approximate symmetry in the incoming ε||

(since the projected area of the inner and outer target flux tubes differs
by the inverse ratio of the toroidal fields at the inboard and outboard
targets). The total ELM energy deposited on the IT in ASDEX Upgrade is
about a factor of 2 higher than at the outboard since the ELM footprint
mapped to the omp is twice as high as that for the OT (hence a broader
inner target deposition profile) [132].

On ASDEX Upgrade, the scaling is equally found to apply to ELMs
mitigated by magnetic perturbations, though the database is again still
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relatively limited [10]. This latter point is of particular significance in
the sense that because the pedestal pressure is the principal controlling
parameter determining the peak target energy fluence in the empirical
scaling, ELM mitigation (as opposed to suppression) by MP application
will not itself reduce ε|| for given ΔWELM if the pedestal pressure is
preserved. In addition, an increased ELM frequency does not necessarily
reduce the ELM-induced peak target load [133].

Applied to ITER, taking into account the total field line angles in-
cluding divertor target and MB shaping (α = 4.2°, Fig. 3) the scaling
[10] implies ELM energy densities on the OT of ε⊥ ≅
0.36 ± 0.18 MJ m−2 for H-mode operation at 7.5 MA and 2.65 T
(Te,ped = 2.35 keV, ne,ped = 4 × 1019 m−3 [5]), where the uncertainty
simply accommodates the factor 3 variation in the experimental data
about the regression. For burning plasmas at 15 MA and 5.3 T
(Te,ped = 4.7 keV, ne,ped = 8 × 1019 m−3), the same exercise yields ε⊥ ≅
1.2 ± 0.6 MJ m−2. For the inner target, the values will be higher
owing to the higher field line incidence angle (α = 4.7°, Fig. 3) and the
stronger toroidal field, but ranges are not given here since the scaling
has not yet been fully established for the IT.

So what do these improved target energy density estimates imply for
the W material of the ITER tungsten targets? In the original guidelines
established by the IO to ensure adequate PFC lifetime [100], a max-
imum ELM-induced target energy flux density of 0.5 MJ m−2 on the
front surface of the MBs was fixed on the basis of extrapolations from
experiments in plasma gun (QSPA) facilities. At these energy densities,
edge melting of W macrobrush targets (as a proxy for the discrete MB
structure) was avoided, with an approximate margin of a factor 2 before
full surface melting.

The rather extensive ion orbit modelling referred to in Section 3.2.1
[37] used to assess the requirement for MB shaping can be combined
with the new scaling on ε|| to provide revised estimates of tolerable
transient energy fluence before the onset of melt damage. This has been
performed in [37], Fig. 49 of which has been adapted and is reproduced
here in Fig. 19, in particular modifying the ordinate to account for the
monoblock top surface shaping and global target tilting. It shows the
ELM energy fluence which raises some point on the top surface and the
upper TG edges of ITER outer target W MBs to melting temperature as a
function of Ip for three pairs of Ip and Bφ at q95 = 3 ((5 MA, 1.76 T),
(7.5 MA, 2.65 T) and (15 MA, 5.3 T)). The first two are the key points
identified in the IRP [6] as operating points for H-mode explorations in
the PFPO phases (see Section 2).

The new ε|| scaling, projected onto the target, is also included for a
single value of ΔWELM = 5.4% (matching the example value chosen in
Figs. 2 and 3 in [10] for extrapolation to ITER) along with the range
(shaded region) corresponding to the factor 3 spread of the scaling data
about the regression. An important feature of the computed melt onset
energy densities is that they account not only for ion orbit effects to
obtain the TG loads, but also include a thermal model of the shaped MB
to calculate the steady state MB surface temperature distribution re-
sulting from a specified inter-ELM surface power flux density appro-
priate to each value of Ip (see Table 4 in [37]). The computed ELM-
induced temperature excursion thus starts from a realistic baseline. Any
point falling within or below the shaded region implies that melting
will occur if the new empirical ELM energy fluence scaling applies on
ITER. Thus, for uncontrolled ELMs at ΔWELM = 5.4% (corresponding to
WELM ∼ 19 MJ on ITER at QDT = 10), both TG and top surface melting
are unavoidable, whilst for non-active phase H-modes at Ip ≤ 7.5 MA,
surface melting should not occur and TG edge melting is either mar-
ginal (7.5 MA) or avoided (5 MA).

Compared to the previous specifications for ITER, the new scaling
does not in any way alleviate the requirement for strong ELM control/
suppression at high performance in ITER from the point of view of PFC
lifetime. Bearing in mind the proposed operating restrictions discussed
in Section 4 in the context of recrystallization, it is clear that repeated
shallow surface melting is to be avoided as much as possible. In fact, re-
solidified W surfaces show very similar damage behaviour to re-
crystallized material [134]. It should also be noted that the curves in
Fig. 19 give only an example for a single ELM size and only for the outer
target (the energy densities will be higher at the inner target – see
above). Moreover, the analysis is focused only on melt limits and takes
no account of the issue of W sputtering and transport due to the ELM.
An uncontrolled ELM at ΔWELM = 5.4% is a very large energy loss, even
at lower performance, and such events will occur at low frequency.
They are also likely to induce a strong vapour shield in front of the
target which should mitigate some of the incoming heat flux. However,
as shown in the parametric study of [5], which also adopts the new
empirical ELM energy fluence scaling, ELM-induced W sputtering is
expected to set lower limits on allowed natural ELM sizes (and thus on
the required ELM control) than those due to melting.

Fig. 19 provides an extremely low threshold for TG edge melting (ɛ⊥

∼0.2 MJ m−2) for 15 MA H-mode operation. This is about a factor 2
higher than the fatigue damage threshold, ∼0.1 MJ m−2 (formation of
thermal shock crack networks) for W surfaces with longitudinal grain
orientation (as in ITER) found in electron beam tests after 106 ELM-like
pulses on a surface with 700°C base temperature [135]. When similar
experiments are performed on recrystallized material, this threshold
can fall still further [136]. Note that for the kinds of ELM frequencies
(tens of Hz) required for controlled ELMs which meet the various cri-
teria set by surface melting and W production [5], 106 transients will be
achieved in ≲100 reference burning plasmas at QDT = 10. According to
the empirical scaling, values of ΔWELM which produce such low target
energy densities under burning conditions are at the level of 0.15%.
Such Type I ELM sizes are not seen naturally in present experiments,
implying that complete suppression, the goal of ELM control on ITER, is
indeed required.

Regarding the surface cracking, it is known that this can induce
crack propagation into the material [136], possibly linked to re-
crystallization driven by the transient heating. How this is further in-
fluenced by operation under relevant plasma loading conditions (e.g.
high particle fluences, mixtures with He etc.) is currently unknown
[125]. Concerning ELM-induced TG edge melting, although this has not
yet been directly observed experimentally, it has been seen under sta-
tionary conditions in recent dedicated experiments on the COMPASS
tokamak [137].

Understanding of W melt dynamics under tokamak fast transients,
particularly ELMs, has advanced considerably in the past 5 years, with
dedicated experiments first on JET [138] then later on ASDEX Upgrade
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[139]. The MEMOS 3D melt code has been used to model the experi-
mental findings in both cases, but has undergone radical improvement
in particular during the course of the past two years guided by ex-
perimental benchmarking activities on ASDEX Upgrade [140,141].
Unfortunately, the shallow water approximation, which is the funda-
mental assumption in MEMOS 3D, makes it difficult to apply it to the
case of TG edge melting and a new simulation tool is required. More-
over, such theoretical estimates need experimental support, particularly
regarding the long term effect of plasma exposure on damaged edges.

On the subject of disruptions, there has been very little advance in
recent years concerning divertor interactions. The scenarios identified
in [2] remain valid. In the early years of ITER operation, it is the Be first
wall which is at highest risk, as a result both of the heavy potential
loads during the current quench phase, even at comparatively low Ip,
and the lower melting temperature of Be in comparison with W [142].
Runaway electrons pose a serious threat, not just from the point of view
of PFC damage, but also to the PFC cooling channels. The development
of a comprehensive disruption mitigation system (DMS) based on
shattered pellet injection to reduce PFC thermal loads and prevent the
formation of runaway electrons, is a major priority at the IO [143].

By the time in the Research Plan that plasma stored energies be-
come significant enough for disruption thermal quench loads to cause
appreciable melt damage in the HHF regions of the divertor targets,
considerable experience of disruption avoidance and mitigation should
have been accumulated. This does not of course eliminate the possibi-
lity of such damage, but some recent new simulations with the TOKES
code have highlighted the potentially very strong benefits of W vapour
shielding at the targets in reducing both the melt pool depth and extent
for deposited energy densities above a given threshold [144]. These
simulations have been to some extent validated against some rather old
measurements of W shield plasma dynamics on the 2MK-200 plasma
gun facility [145]. New, improved experiments, including the study of
the energy threshold, spatial extent, temperature and density, velocity
and duration of the shield plasma, together with a temporal and spec-
tral measurements of the W plasma radiation are the target of an on-
going contract with the IO on an upgrade (MK-200UG) of the 2MK-200
device.

6. Conclusions and key areas for further R&D

The ITER tungsten divertor, the largest and most ambitious of its
kind ever to be constructed, is on the eve of procurement, with the
design essentially complete. To mark the occasion, this paper has tried
to describe some of the main aspects of the physics basis which have
determined the design and to highlight a number of the key issues
which still remain for future studies, both theoretical and experimental,
in the coming years before ITER operation begins. It also makes use of
the release, in late 2018 [6], to the ITER Community of a very sig-
nificant update of the ITER Research Plan, revised on the basis of the
new staged approach to ITER operations, to provide more quantitative
estimates of the expected plasma exposure which the first divertor will
be required to survive over its lifetime. In the IRP, the latter is now
estimated to be around 6 years of fusion power operation beyond the
initial non-active phase campaigns. This corresponds to ∼2000 h of
projected high performance plasmas, during which the divertor will
need to function in its intended, partially detached operating mode,
with extrinsic impurity seeding used as the principal mechanism for
volumetric power dissipation to maintain acceptable target stationary
heat flux densities.

Making use of the database of SOLPS-4.3 simulations compiled for
“carbon-free” Ne and N-seeded operation under nominal burning
plasma conditions (PSOL = 100 MW) [3], the paper has focused on the
accessible domain in terms of two key operational parameters, divertor
neutral pressure and peak target heat flux density, each tightly linked to
the other. Some first-of-a-kind simulations for the metal environment
with the ITER-hosted, and significantly enhanced SOLPS version

SOLPS-ITER, are also included, giving a first glimpse of the impact of
fluid drifts on the target heat fluxes.

Particular attention is paid to a discussion of the partially detached
state, leaving aside the (important) issue of compatibility of the divertor
operating condition with core plasma performance. The latter has been
the subject of a great deal of well documented study in the years leading
up to finalization of the divertor design. The detachment behaviour
features all the classic ingredients of what is expected for a vertical
target configuration (and this is indeed the main reason for this choice
of divertor geometry).

At high power, detachment is not possible without the use of ex-
trinsic species used for volumetric power dissipation. Given the po-
tential restrictions on duty cycle linked with the exhaust of tritiated
ammonia (Section 3.1.4), avoidance of nitrogen on ITER would be
preferable. Under partially detached conditions, nitrogen is seen to be
favourable experimentally on present devices from the point of view of
plasma performance, whilst the SOLPS-4.3 simulations discussed here
indicate that both Ne and N will be effective on ITER. A companion
study [78] using SOLPS-ITER has for the first time been able to examine
the effect of drifts of ITER under high performance conditions (thus at
Bφ = 5.3 T) with Ne and N seeding. This cannot be performed with the
SOLPS-4.3 physics model and has required very considerable technical
effort to make possible with SOLPS-ITER in terms of code speed-up.
Very similar plasma boundary solutions to those obtained with SOLPS-
4.3 are found for high sub-divertor neutral pressures, indicating a ra-
ther weak impact of drifts under these conditions.

At lower pressures, however, the drift solutions find much larger
out-in asymmetries, making such operation undesirable since outer
target heat flux densities can rapidly approach difficult levels. This is
exacerbated by the relatively long timescales for response of the gas
injection systems on ITER, where distances from gas valve boxes and
entry points into the vacuum vessel are necessarily very large. Very
rapid reaction times (e.g. in terms of adding more impurity) are thus
not possible. Moreover, as shown in [146], for Ne impurity, residence
times decrease rapidly with increasing divertor neutral pressure due to
the increased pumping efficiency at low divertor plasma temperature. A
very important effort will need to be dedicated during ITER operation
to put in place and test robust detachment feedback control schemes.
This is fully accounted for in the revised ITER Research Plan [6]. In the
event that such control is lost and divertor heat loads increase beyond
what can be recovered by the actuators in place, disruption mitigation
will be the last line of defence.

Importantly, the drift runs also indicate a size effect linked to the
position of the fuel flow reversal (stagnation) point with respect to the
target location and the higher separatrix plasma temperatures acces-
sible on ITER. This translates to a higher divertor Te and means that the
charge states of seeded impurity responsible for the bulk of the divertor
radiation are located well within the divertor volume. There are also
hints of a direct influence on impurity screening of the near separatrix
heat flux channel width in the divertor.

A key message of this work has been to demonstrate that properly
taking into account the now fixed values of divertor target tilting and
monoblock top surface shaping, the possibility of much narrower than
previously thought SOL heat flux channels and the impact, just men-
tioned, of drifts, pushes the allowed operating point to higher neutral
pressure, and hence deeper detachment. At the same time, however,
now that the monoblock design is complete, a new look at permissible
stationary heat loads from the perspective of the W material re-
crystallization and the requirement to avoid monoblock self-castella-
tion, yields values ∼50% higher than the historically adopted
∼10 MW m−2 maximum stationary load. Overall, higher pn is likely to
be the preferred target for future burning plasma operation to ensure
that the W surface stays as far below recrystallization temperature as
possible. This is the region where in-out stationary heat flux density
asymmetries are predicted to be lowest (so that one target does not
dominate the overall divertor performance) and where the effects of
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component shaping are least felt on the target heat fluxes. Higher
pressures would seem to be mandatory if really the heat flux channel
width will be as small on ITER at high plasma current as the current
empirical scaling suggests.

Moving in the other direction, to lower divertor pressure, is where
the combined effects of target tilting and monoblock shaping, drifts and
lower than previously expected heat flux channel widths will be most
strongly felt. Out-in target asymmetries are predicted to increase
strongly and it is at lower pressure that the target heat flux is dominated
by thermal plasma and plate ion recombination contributions, both
increasing with increasing magnetic field incidence angles. Tighter
control is thus required to avoid any kind of slow transient excursion
pushing to lower pressure since surface power flux densities can easily
approach those corresponding to the maximum values allowed
(∼20 MW m−2) if the factor 1.4 margin to critical heat flux at the
monoblock cooling channels which ITER requires is to be maintained.
Critical heat flux itself is reached at ∼28 MW m−2 for the final ITER
monoblock design, corresponding approximately to the onset of bulk
top surface melting. Both are to be avoided at all costs.

Pushing to deeper detachment means operating closer to the point
at which the ionization front may move (perhaps rapidly) towards the
X-point, leading to fluctuations in target power fluxes which will be
difficult to control on a device of ITER's size. This may also lead to a
possible deleterious impact on core confinement, especially given the
proximity to the H-mode power transition threshold at which ITER will
operate, even for burning plasmas.

Regarding fast transient heat loads, there is little one can do to
design for the very heavy energy fluences which unmitigated disrup-
tions at high stored energy on ITER can potentially deposit on the di-
vertor targets. In recent years, driven in part by the need to decide on
the issue of monoblock surface shaping, the fidelity with which W melt
motion in the tokamak environment can be modelled has considerably
improved, so that a better idea of the likely surface damage due to
transient melting (due both to disruptions and ELMs) can at least be
provided. Moreover, beyond a certain, rather low threshold in stored
plasma energy, vapour shielding is now thought to offer a potentially
strong mitigation of the incoming heat flux to a W surface [144].
Melting would still occur, but to a much smaller degree. It is clear,
however, that repetitive heavy transients, quite apart from the surface
melting they may cause, would rapidly eliminate any benefit gained
from careful attempts to avoid recrystallization of the W near surface
during normal plasma operation.

For Type I ELMs, which are seen ubiquitously on current devices
during the baseline H-mode operation which ITER targets for QDT = 10
performance, mitigation by several factors is still required if monoblock
surface melting is to be avoided, even taking into account the new
empirical scaling, more favourable for ELM target energy fluence on
ITER than previous estimates used to specify ELM control requirements.
If ELM-induced melting of toroidal gap edges, which cannot be fully
protected at both ITER targets by monoblock shaping, is to be avoided,
the tolerable plasma energy loss per ELM falls by a further factor ∼3.
Coincidentally, the energy fluences which are calculated to drive tor-
oidal gap edge melting are very close to those observed in laboratory (e-
beam) tests to provoke micro-cracking of W surfaces at high transient
pulse numbers approaching, but still at least an order of magnitude
short, of those expected on ITER for mitigated ELMs during the first
divertor lifetime.

A clear way to avoid these uncertain material issues is complete
transient suppression. This is not realistically achievable, since it is
impossible to avoid all ELM or disruptive transients during the process
of learning how to operate a new device, particularly one on the ITER
scale. However, ELM suppression is the goal of the ELM control coil set
with which ITER is being equipped. The magnetic perturbations pro-
duced by these coils break the toroidal symmetry of the target loading
which is the fundamental assumption of all the 2-D plasma boundary
simulations constituting the vast majority of ITER divertor simulations

to-date. With the advent of enhancements to the 3-D EMC3-Eirene
plasma boundary code, it is now becoming possible to explore sta-
tionary divertor power loading in the presence of these 3-D fields with
realistic plasma response. Early results, referred to in this paper and
deploying the first of these improvements, demonstrate that matters can
become considerably more difficult when heat fluxes reaching the tar-
gets at locations distant from the unperturbed strike point region do so
from regions within the core plasma.

Compared with the last physics basis, published in 2013 following
the decision to switch to a full W variant for the first ITER divertor [2],
there has been a very substantial increase in R&D throughout the
community in both physics and materials which have helped to con-
solidate the design and significantly improve scope and understanding.
This paper has tried to reflect some of this advance whilst at the same
time indicating where more research is required. To conclude the ar-
ticle, some of these key areas are listed below in abbreviated form,
beginning with plasma physics issues and ending with a point on out-
standing (W) material aspects, also raised explicitly in the review of
[125]:

• Improve understanding of the expected near-SOL heat flux width at
high plasma current in ITER;

• Extend database of ITER divertor simulations with fluid drifts, in-
cluding cases with reduced transport to examine consequences of
very narrow λq;

• Continue numerical and experimental studies to confirm that N and
Ne will be equally effective divertor radiators for ITER at high
performance, but only within ∼factor 2 of the H–L transition
threshold power. In parallel, improve understanding (experiment
and simulation) of ammonia formation and transport in high per-
formance divertors with metal PFCs;

• Explore the consequences of operation at very high pressure (deep
detachment degree) with low Z seeding in ITER → stability and
dynamics of radiation fronts in the divertor and development of
methods for detachment control using the same sensors and actua-
tors as will be available on ITER.

• Pursue basic understanding of divertor detachment physics, in par-
ticular the link between target quantities and distributed pressure/
power losses, the precise role/importance of volume recombination
in reducing target ion flux and the behaviour of upstream density
with impurity concentration. A key long term goal, for ITER and
reactor design, is the development of reduced models which can
capture the complexity of divertor function under ITER-like condi-
tions, but still be amenable for use in global transport analyses
(integrated modelling) which require much more rapid boundary
solvers than can be provided by SOLPS-type codes;

• Significantly expand efforts to simulate the ITER divertor target
power loads in the presence of 3-D fields for ELM control under high
performance conditions with extrinsic seeding and realistic plasma
response;

• Extend the ELM parallel energy density scaling to include more
cases of mitigated ELMs and data at both inner and outer divertor
targets and improve understanding of the origins of the scatter in the
data for the peak target energy density. Confirm experimentally the
phenomenon of ELM-induced toroidal gap loading and investigate
the dissipation of ELM energy due to dissipative divertor plasma
buffering;

• Quantify the contribution of W plasma vapour shielding to the re-
duction of incoming heat loads under heavy transients (experiment-
theory benchmarking);

• Understand the effect of plasma and neutron irradiation on W
thermo-mechanical properties and quantify the link between
plasma-wall interaction induced material damage and material
lifetime, ultimately leading to the development of a multi-scale
model for PFC lifetime prediction (including plasma and neutron
effects).
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